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Abstract. Entity Linking is crucial for numerous downstream tasks, such as ques-
tion answering, knowledge graph population, and general knowledge extraction. A
frequently overlooked aspect of entity linking is the potential encounter with enti-
ties not yet present in a target knowledge graph. Although some recent studies have
addressed this issue, they primarily utilize full-text knowledge bases or depend on
external information such as crawled webpages. Full-text knowledge bases are not
available in all domains and using external information is connected to increased
effort. However, these resources are not available in most use cases. In this work,
we solely rely on the information within a knowledge graph and assume no external
information is accessible.
To investigate the challenge of identifying and disambiguating entities absent

from the knowledge graph, we introduce a comprehensive silver-standard bench-
mark dataset that covers texts from 1999 to 2022. Based on our novel dataset, we
develop an approach using pre-trained language models and knowledge graph em-
beddings without the need for a parallel full-text corpus. Moreover, by assessing
the influence of knowledge graph embeddings on the given task, we show that im-
plementing a sequential entity linking approach, which considers the whole sen-
tence, can outperform clustering techniques that handle each mention separately in
specific instances.
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1. Introduction

Entity Linking (EL) 2 is an essential part of numerous downstream tasks, such as ques-
tion answering [1], knowledge graph population [2] or relation extraction [3]. Yet, EL
is still accompanied by several challenges. The main problem is the ambiguity of en-

tity mentions. If multiple entities in a knowledge graph (KG) can be referred to by the
same name, deciding on the correct one becomes increasingly difficult. The inclusion of
context information in the KG or in the input text is usually employed to solve this.

A second problem, only rarely thoroughly considered is the possibility of out-of-KG
entities. These are entities that are referred to in the input text but do not actually exist
in the KG yet. 3 Consider for example the news message "The President of the Japan
Football Association and deputy Olympic Committee chief Kozo Tashima tests positive
for COVID-19. Japan insists the 2020 Summer Olympics will still go ahead as planned.".
This message is from the beginning of 2020. The mentioned entity "COVID-19" might
not yet have existed in a target KG. Hence, an entity linker might link it to a different
(likely coronavirus-related) and thus incorrect entity. Most methods ignore this case by
assuming that all mentions truly refer to an entity in the KG.

We developed an integrated method that can identify and cluster out-of-KG entities.
While some methods do exist which consider this task jointly, they either rely on external
information [4,5,6] such as crawled webpages or exclusively focus on encyclopedias
such as Wikipedia as the underlying knowledge base [7,8,9,10,11,12,13,14,15]. We want
to offer an alternative utilizing purely KGs [16], in our case Wikidata, without using any
external data.

Our contributions are as follows:

1. A novel, openly available Entity Linking dataset containing out-of-KG entities;
2. A sequential Entity Linking method supporting

(a) Detection of out-of-KG entities;
(b) Clustering of out-of-KG entities;

2. Method

2.1. Problem definition

Given a document d = (t1, t2, . . . , tn) represented as a sequence of tokens ti, where each
token can be classified as part of a mention mj or not, the objective is to construct a
mapping function f :M → E that accurately associates each mention mj ∈M to its cor-
responding entity ek ∈ E. Entities can either be present in the Knowledge Graph (KG) or
absent from it. For mentions referring to entities not in the KG, the aim is to associate
them with one another.

2Note that in literature there is a separation between Entity Linking and Entity Disambiguation. The lat-
ter means only the disambiguation part and not the entity mention recognition part. According to this differ-
ence, we target Entity Disambiguation in this work, however, refer to it as Entity Linking as used in many
computational linguistics communities.

3We abbreviate entities not in the KG as out-of-KG and entities in the KG as in-KG.
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Formally, let M = {m1,m2, . . . ,mp} be the set of mentions in the document, and
E = Ein-KG∪Eout-of-KG be the set of entities, where Ein-KG is the set of entities in the KG
and Eout-of-KG is the set of entities not in the KG. The goal is to find an optimal mapping
function f such that:

1. For each mention mj referring to an entity in the KG, f (mj) = ek ∈ Ein-KG.

2. For each mention mj referring to an entity not in the KG, f (mj) = ek ∈ Eout-of-KG,
and all mentions referring to the same entity outside the KG are assigned to the
same ek.

2.2. Candidate Generation

As we focus on a KG-only use case, we can not rely on an existing entity mention dic-
tionary as utilized in other EL works [17]. 4 Hence, we can only use information from
the KG. This mainly restricts us to labels and aliases existing for each entity. Thus, for
candidate generation, we fill an ElasticSearch index with all labels and aliases. We query
this index using a combination of TF-IDF and fuzzy search to compensate for less fre-
quent words and possible typos or other small variations. We retrieve a candidate set of
size 100, giving us an acceptable candidate recall. Due to this process, our method does
not rely on a parallel text corpus.

2.3. Entity Linker

The entity linker is a bi-encoder together with an additional ranking model. A bi-encoder
was chosen instead of a cross-encoder as it assumed that one needs to link against a
large number of candidates. This is necessary to guarantee a large enough recall in the
candidate generation. A cross-encoder is deemed too expensive in such a case as one
would need to encode the text together with the entity candidate of each mention multiple
times. In a bi-encoder, the text and all candidates are encoded separately. It consists of a
mention encoder and an entity encoder. Figure 1 depicts the model architecture.

2.3.1. Mention Encoder

The mention encoder is based on a pre-trained RoBERTa model.5 For efficiency, we opt
for fine-tuning only bottleneck adapters [19] instead of the whole model. The input to
the model is the tokenized input text. All embedded tokens of each entity are averaged
and taken as their embedded representation. Furthermore, the embedded representation
is scaled via a linear layer to project it to the same space as the entity embedding space.
The final embedded vector is defined as em.

4An exception in our work is the evaluation of the AIDA-CoNLL dataset. As many EL works utilize the
existing candidate set by Le and Titov [17], we also relied on it to be able to compare and verify the performance
in a replicable way.

5We chose RoBERTa-base due to its improved performance over BERT and resource reasons [18].
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Figure 1. First stage - Entity linking and out-of-KG detection of the entity mention "The Hateful Eight". The
mention is encoded and compared against the entity encoding. The out-degree of the candidate entities are
retrieved. Furthermore, the KG embedding of the candidate is compared against already linked entities. All
features are fed into a ranker which determines the correct candidate or detects the mention as out-of-KG. The
different colors represent different entities.

2.3.2. Entity Encoder

The entity encoder creates a latent representation of the KG entity by embedding
its definition. We define the definition of each entity as the value of a schema:
description triple in Wikidata. Note that we use the term definition instead of de-
scription here as entity linking methods often refer to the first paragraph of Wikipedia
articles as descriptions. These are much longer than the short descriptions in Wikidata.6

The definition embedding is generated by encoding a concatenation of the entity’s main
label and definition and feeding it into an adapter-equipped RoBERTa model. The em-
bedded vector of the [CLS] token is taken as the representation of the entity and projected
to the same vector space as the mention embedding. The final definition vector of a node
c is denoted as ec.

We consider three additional features for each entity: First, the popularity of a node
dc is measured by the number of outgoing edges of the entity in the KG. The second
feature is the TransE-embedded vector transec of the node [20]. And the last feature is
the type information of an entity.

2.3.3. Ranker

After computing all mention encodings and all assigned candidate entity encodings, as
well as their features, it is necessary to combine and rank them. The highest-ranked entity
will be the one to which we link.

6Of course, the model is compatible with long descriptions but we wanted to focus on the difficulties of
only using the information in a KG.
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Linking In-KG candidates The final ranker is a linear layer combining all the afore-
mentioned features. For each candidate-mention-pair, the following inputs are fed into a
linear layer.

1. Cosine similarity cos(ec,em) =
<ec,em>

||ec||2||em||2 (< ·, ·> represents the dot product) be-
tween mention embedding em and entity definition embedding ec

2. Node popularity in the form of out-degree dc
3. Average cosine similarity of the candidate TransE embedding to the TransE em-

beddings of past linking decisions lc = cos(transec, transei)|i ∈ D where D is the
set of the past linked entity identifiers

The final logits are calculated as follows (with ⊕ denoting vector concatenation):

rc = Linear(cos(ec,em)⊕dc⊕ lc)

Note that the fourth feature utilizes the TransE embeddings of past linking decisions
which introduces sequentiality. This implies that each linking decision is influenced by
the preceding decision within the same document.

out-of-KG decision The out-of-KG entity detection decision is determined by looking
at the maximum-scored entity candidate and deciding whether it is similar enough to the
mention. If not, it is an out-of-KG entity. During training, we rely on softmax, to consider
all candidates. First, σ(rc) over all candidates is calculated and then multiplied with the
feature concatenation <ec,em>

||ec||2||em||2 ⊕dc⊕ lc of all candidates to get an accumulated feature
vector a. σ stands here for the softmax operation over all candidates. This vector is fed
through another single-layer network to get an additional scalar:

rout-of-KG = Linear(a)

By introducing this additional decision, we are able to detect out-of-KG entities di-
rectly without relying on a validation dataset to tune a threshold. Also, it is not necessary
to train the model with actual out-of-KG entities. During training, the model is trained
by randomly including or excluding the true candidate from the candidate list.

2.4. Clustering out-of-KG entities

A detected out-of-KG entity is represented by its mention embedding em, and its sur-
rounding linked entities. To identify whether two out-of-KG entities refer to each other,
we apply a linear layer to two features: 1) the cosine similarity between both entity em-
beddings, and 2) the mean cosine distance between the TransE embeddings of the linked
entities that surround the mentions. To obtain informative cosine similarities, we fur-
ther optimize the model to return larger cosine similarities for mentions pointing to the
same entity and smaller cosine similarities for mentions pointing to different entities. It
is trained via cross-entropy loss where negative mentions are all other mentions in the
same batch not referring to the same entity. Using the pairwise scores output by the linear
layer, we cluster all out-of-KG detected entities via DBSCAN clustering.7 The process
is depicted in Figure 2.

7We also evaluated agglomerative average-linkage, maximum-linkage and single-linkage clustering but
achieved worse results.
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Figure 2. Second stage - Clustering the out-of-KG detected entities. Left: Mentions before clustering with
three ambiguous mentions. Right: Mentions after clustering with one pair grouped together (green) and an-
other being a singleton (red). Circles with dotted borders illustrate out-of-KG entity mentions. Dotted arrows
signalize the impact of already linked entities on the similarity measure between mentions. Note that not all
dotted arrows are drawn to simplify the figure.

2.5. Training

The final loss function consists of multiple aggregated separate loss functions. For entity
linking, mention-mention similarity and mention-entity similarity cross-entropy loss was
employed. All losses are aggregated equally to return the final loss. Early stopping with
a patience of 10, warm-up and a linear learning rate decay are employed. Due to the
size of Wikidata, training our own embeddings was intractable. Hence, we opted for the
trained set provided by PyTorch-BigGraph [21]. The model was trained for 30 epochs on
a single NVIDIA RTX A6000 machine.

2.6. Inference

When the TransE embeddings are used as a feature in the ranker, beam search with 10
beams is employed to identify the best sequence of linked entities. We evaluated different
window sizes for the included surrounding entities in both, the sequential linking and the
out-of-KG entity clustering, and determined a window size of 6 as the best.

3. Experiments

The experiments are split into three parts. First, we evaluated the performance of the
chosen entity linking method in regard to the used features. The best-performing model
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Table 1. Statistics of Wikievents dataset

train dev test overall

# examples 63,623 11,205 11,206 86,034
# mentions 185,039 32,652 32,660 250,351
# out-of-KG mentions 0 2,579 2,519 5,098
# unique entities 38,066 9,349 9,386 45,655
# unique out-of-KG entities 0 751 734 1,221
Average of # mentions per example 2.9 2.91 2.91 2.9

was then used further. Secondly, we evaluated the impact of the out-of-KG detection
mechanism. After the best model was determined, the capability of methods to not only
detect out-of-KG entities but also cluster them is examined.

3.1. Methods

We compare our sequential method to three different clustering-based methods which
cluster all mentions and entities at once. They are the state-of-the-art NASTyLinker by
Heist et al. [22] (denoted NASTyLinker), the top-down clustering approach by Kass-
ner et al. [23] (denoted Edin) and the bottom-up clustering approach by Agarwal et
al. [24] (denoted bottom-up).8 All clustering methods are evaluated by using the trained
bi-encoders for computing the similarities between the mentions and the ranker for the
mention-candidate similarities.

3.2. Datasets

To examine how to handle out-of-KG entities in the task of EL, we created an entity
linking dataset from the current-events page of Wikipedia 9, dubbed Wikievents. On
the current-events page, short news snippets stating recent events are available. These
texts contain hyperlinks to articles in Wikipedia. We crawled the current-events page
texts between 1999-12-29 and 2022-10-01. Each hyperlink was identified and taken as an
entity mention. The corresponding page title of the Wikipedia article was mapped to the
Wikidata QID. Furthermore, all entity mentions retrieved were filtered further by only
keeping those which are instance of (P31) of some class and were no subclass
of (P279) of any other class. The data was split into a train, development, and test set
according to the ratios (0.74,0.13,0.13). The cutoff date for the knowledge graph and
the examples of the development and test sets are 2019-01-28. The development and test
sets are created by randomly splitting all examples after the cutoff date. The statistics
of the dataset can be found in Table 1. Note, the training dataset contains no out-of-KG
entities as the included texts all are from before the cutoff date. Also, three examples
from the dataset can be seen in Figure 3.

Additionally, we artificially added out-of-KG entities to the well-known AIDA-
CoNLL dataset [5]. This dataset was chosen as it is a popular dataset in the entity linking

8Note that the original NASTyLinker used an additional cross-encoder. While we do not, a cross-encoder
is orthogonal to our changes and can be incorporated in our method as well. By NASTyLinker we refer here to
the employed clustering method, not the mention-entity scoring mechanism.

9https://en.wikipedia.org/wiki/Portal:Current_events
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Example 1: Hoda Muthana, an Alabama woman who joined the
Islamic State, is banned from entering the United States. .

Example 2: Peter Kaiser wins the 2019, 1000-mile Iditarod, arriving
in Nome in 9 days, 12 hours and 39 minutes..

Example 3: In the aftermath of Cyclone Idai, those infected by
cholera jump to 139 confirmed cases in Mozambique..

Figure 3. Wikievents example sentences. Entities marked in bold with Out-of-KG entities being underlined.

Table 2. Statistics of artificially created out-of-KG-entity enriched AIDA-CoNLL dataset (statistics of the
original dataset in brackets)

train dev test all

# examples 946 (946) 216 (216) 231 (231) 1,393 (1,393)
# mentions 34,268 (46,678) 9,558 (11,824) 8,942 (11,206) 52,768 (69,708)
# out-of-KG mentions 0 (9,710) 952 (2,252) 900 (2,262) 1,852 (14,224)
# unique entities 3,935 (4,065) 1,638 (1,641) 1,530 (1,532) 5,562 (5,569)
# unique out-of-KG entities 0 (1) 166 (1) 155 (1) 275 (1)
Average of # mentions per example 36.2 (49.3) 44.2 (54.7) 38.7 (48.5) 37.9 (50.0)

domain. The original dataset had only links to Wikipedia which we mapped to Wikidata.
out-of-KG entities were added by gathering all occurring entities and randomly select-
ing 10% of all entities that occurred and declaring them out-of-KG. We removed each
mention of such an entity from the AIDA-CoNLL training set. Also, we removed all
already existing out-of-KG entities to only focus on the artificial ones. Note that those
already existing were without identifiers and therefore not of use for our setting. The
statistics of the AIDA datasets can be found in Table 2. In brackets, the original statistics
can be found. Note that this version of AIDA-CoNLL is already mapped to Wikidata.
Additional statistics on the mention clusters in the datasets can be found in Table 3.

3.3. Evaluation metrics

To evaluate the performance of the EL without out-of-KG detection, we report the in-KG
linking accuracy. It is calculated by dividing the number of correctly linked mentions
by the number of all mentions. EL with out-of-KG detection is evaluated by calculating
the Precision, Recall and F-measure. The true positives are entity mentions detected cor-
rectly as being in the KG and correctly linked. False positives are entity mentions which
were incorrectly linked to entities in the KG. This encompasses entity mentions referring
to entities in the KG and entity mentions not existing in the KG yet. Lastly, false neg-
atives are entity mentions which do refer to being in the KG but are detected as being
out-of-KG.

Furthermore, to evaluate only the identification, we gather three additional metrics.
First, the number of out-of-KG entities correctly detected divided by the number of all
out-of-KG entities (denoted as out-of-KG-IA), second, the same for all in-KG entities
(denoted as in-KG-IA) and third, the harmonic mean of the other two (denoted as H-IA).

Lastly, to evaluate the clustering performance, we measured the CEAF, MUC and
B3 as commonly employed in coreference resolution [25]. Furthermore, we report the
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Table 3. Percentage of entities occurring in clusters of different sizes

Dataset Entity type 1 2 3 4 5 6-10 11-20 21-50 50-

Wikievents train in-KG 62.6 14.4 6.5 3.4 2.3 5.0 2.7 1.9 1.2
out-of-KG 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Wikievents dev in-KG 65.6 13.9 5.9 3.5 2.0 4.6 2.5 1.3 0.7
out-of-KG 75.4 12.1 4.9 1.5 0.9 2.5 0.7 1.1 0.9

Wikievents test in-KG 65.8 13.9 5.8 3.1 2.2 4.7 2.2 1.6 0.6
out-of-KG 75.7 12.5 2.9 2.5 1.4 1.9 1.1 1.1 1.0

AIDA-CoNLL train in-KG 45.6 19.1 9.3 7.2 3.5 8.8 3.3 2.4 0.9
out-of-KG 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

AIDA-CoNLL testa in-KG 54.4 21.2 6.5 4.8 2.4 6.7 2.5 1.2 0.3
out-of-KG 47.6 24.1 7.2 4.8 2.4 10.2 3.0 0.6 0.0

AIDA-CoNLL testb in-KG 48.4 22.3 9.7 7.1 3.7 5.1 2.0 1.5 0.2
out-of-KG 48.4 25.8 7.7 3.9 4.5 5.8 2.6 0.6 0.6

in-KG F-measure, the out-of-KG F-measure (defined by Kassner et al. [23]) and the
combination of them Fin-KGFout-of-KG

2 . These measures are reported for out-of-KG entity
mentions and entity mentions in the KG.

3.4. Results

3.4.1. Entity Linking Performance

In the first step, we evaluated how the different features affected the entity linking per-
formance on the modified AIDA-CoNLL dataset. In this section, our primary goal is to
select a suitable entity linking method that will be effective in the later stages of our
research, particularly for handling out-of-KG entities. As such, we have opted not to
compare our approach with other existing methods at this point, instead concentrating
on identifying the specific features and determining the potential advantages of a se-
quential linking method. As can be seen in Table 4, the mention encoder itself already
contributes the most to the overall performance. The popularity contributes only slightly.
Nevertheless we see that popularity is still a feature disambiguating nearly 61.5% of all
mentions.

3.4.2. out-of-KG detection

In the Tables 5, we show the precision, recall and F-measure of the models trained with
different out-of-KG ratios (how likely the true candidate is removed from the candidate
set). As can be seen, the recall is the largest if the model can ignore to detect out-of-
KG entities. This is the case as no entity mentions are filtered out and all are linked
to an entity in the KG. However, the precision is lower as all out-of-KG entities are
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Table 4. Comparison of entity linking performance with different features on AIDA-CoNLL (repeated with
three different seeds)

Model Accuracy

Mention Encoder 0.852 ± 0.002
Pop. 0.615 ± 0.000
TransE. 0.643 ± 0.000
Mention Encoder + Pop. 0.850 ± 0.002
Mention Encoder + TransE 0.866 ± 0.003
Mention Encoder. + Pop. + TransE 0.868 ± 0.004

Table 5. Effect of different sample ratios for out-of-KG entities on entity linking performance

(a) AIDA-testb

out-of-KG ratio P R F1

0.0 0.795 0.867 0.829
0.05 0.860 0.844 0.852

0.1 0.860 0.827 0.843
0.2 0.875 0.815 0.844
0.3 0.875 0.804 0.838
0.4 0.872 0.788 0.828
0.5 0.880 0.756 0.814
1.0 0.447 0.071 0.122

(b) Wikievents-test

out-of-KG ratio P R F1

0.0 0.771 0.834 0.801
0.05 0.819 0.831 0.825
0.1 0.832 0.829 0.830
0.2 0.851 0.824 0.837
0.3 0.861 0.820 0.840
0.4 0.875 0.816 0.845
0.5 0.887 0.809 0.846

1.0 0.011 0.000 0.001

misdetected as being in the KG and hence automatically also mislinked. The larger the
ratio is, the higher the precision becomes. Of course, when only out-of-KG entities occur
in the training data, the precision decreases again as the model does not learn to link at
all. Interestingly, the maximum F-measure is reached at different points for the different
datasets. For AIDA-CoNLL, the largest F-measure is reached at a small out-of-KG ratio
of 0.05 while for the Wikievents-test set it is reached at 0.50 (From 0.60 on it decreased
for Wikievents). We suspect that this is the case as the candidate sets in both cases have a
different candidate gold-candidate recall rate (how often the true entity is in the candidate
set). For AIDA-testb, the gold-candidate recall is 0.97, while for Wikievents it is 0.89.10

Hence in AIDA, a larger ratio leads to more entity mentions detected as out-of-KG while
the true entity is in the candidate set. Nevertheless, it is clear, that incorporating the

detection of out-of-KG entities during training leads to a higher F-measure.

3.4.3. Clustering out-of-KG entities

For all four methods, the hyperparameters were tuned on the validation set and then used
on the test set in regard to the combined F-measure of out-of-KG entity linking and in-

10These rates are not in conflict with the previous statement that Wikievents mentions are less ambiguous.
Different candidate generation methods were applied as mentioned in 2.2 resulting in different gold-candidate
recall rates.
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KG entity linking. The metrics are presented separately for in-KG entities and out-of-KG
entities.11

Table 6. Clustering performance (Thresholds determined on validation set). Best in bold, second best
underlined.

(a) AIDA-CoNLL testb

Sequential Seq. w/o transe Bottom-up Edin NASTyLinker

CEAFinkg 0.929 ± 0.002 0.929 ± 0.002 0.888 ± 0.010 0.938 ± 0.005 0.932 ± 0.001
MUCinkg 0.989 ± 0.000 0.989 ± 0.000 0.985 ± 0.001 0.993 ± 0.000 0.991 ± 0.001
B3inkg 0.938 ± 0.001 0.938 ± 0.001 0.916 ± 0.005 0.952 ± 0.003 0.944 ± 0.002
MUCookg 0.981 ± 0.001 0.981 ± 0.001 0.957 ± 0.002 0.992 ± 0.001 0.989 ± 0.001
B3ookg 0.866 ± 0.004 0.864 ± 0.006 0.594 ± 0.025 0.958 ± 0.003 0.929 ± 0.017
CEAFookg 0.821 ± 0.009 0.819 ± 0.011 0.450 ± 0.022 0.945 ± 0.004 0.911 ± 0.021
F1inkg 0.843 ± 0.002 0.843 ± 0.002 0.826 ± 0.001 0.836 ± 0.005 0.831 ± 0.009
F1ookg 0.605 ± 0.014 0.603 ± 0.016 0.048 ± 0.004 0.613 ± 0.021 0.534 ± 0.047
F1combined 0.724 ± 0.007 0.723 ± 0.009 0.437 ± 0.001 0.725 ± 0.013 0.682 ± 0.027

(b) Wikievents-test

Sequential Sequential w/o transe Bottom-up Edin Nasty

CEAFinkg 0.894 ± 0.002 0.894 ± 0.001 0.875 ± 0.008 0.906 ± 0.004 0.927 ± 0.001

MUCinkg 0.951 ± 0.000 0.951 ± 0.000 0.939 ± 0.001 0.950 ± 0.000 0.963 ± 0.000

B3inkg 0.911 ± 0.001 0.910 ± 0.001 0.882 ± 0.005 0.924 ± 0.002 0.933 ± 0.001

MUCookg 0.915 ± 0.001 0.912 ± 0.001 0.900 ± 0.002 0.862 ± 0.000 0.931 ± 0.001

B3ookg 0.714 ± 0.003 0.726 ± 0.004 0.680 ± 0.019 0.693 ± 0.003 0.758 ± 0.016

CEAFookg 0.621 ± 0.008 0.628 ± 0.006 0.653 ± 0.024 0.652 ± 0.004 0.738 ± 0.017

F1inkg 0.840 ± 0.002 0.840 ± 0.001 0.805 ± 0.001 0.844 ± 0.004 0.847 ± 0.007

F1ookg 0.299 ± 0.014 0.303 ± 0.009 0.180 ± 0.002 0.303 ± 0.021 0.403 ± 0.043

F1combined 0.570 ± 0.009 0.572 ± 0.005 0.493 ± 0.001 0.573 ± 0.014 0.625 ± 0.015

As can be seen in Table 6a for AIDA-CoNLL, the clustering methods often outper-
form the sequential method on the clustering metrics for the out-of-KG entities. For the
in-KG entities the sequential method comes close but does not outperform the best per-
forming clustering methods. In regard to the F-measure, the in-KG entity linking perfor-
mance of the sequential method outperforms all others. For the out-of-KG entity link-
ing, the best performing model is the Edin clustering method. The sequential method has
the second-best performance here. The SOTA NASTyLinker is outperformed by both.
The additional KG information does help the entity linking process of the in-KG entities
while it does not help the clustering of out-of-KG entities.

For the Wikievents dataset, the sequential method is outperformed by the clustering
methods on both, the clustering metrics and the F-measures (see Table 6b). We suspect
that this is the case due fewer entities co-occurring in the Wikievents dataset. This deliv-
ers less context in the form of already linked entities when using the TransE encodings.

11in-KG entities are considered here as well as they can also occur in the out-of-KG entity detection.
We also conducted the experiments while assuming a perfect out-of-KG detection result and achieved similar
results.
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This leads to fewer benefits for the in-KG entity linking as well as more noise for clus-
tering the out-of-KG entity mentions. The best performing model is the NASTyLinker.
Additionally, we examined the wrong clusters when using the mention encoder and iden-
tified that most often COVID-related entities are clustered together. As the model was
trained on data before COVID-19 had an impact it struggles to differentiate entities re-
lated to this as they are syntactically very close. The clustering performance for all meth-
ods is reduced in comparison to the AIDA-CoNLL dataset. Evidently, the clustering of

out-of-KG entities is more challenging on the Wikievents dataset. This introduces a
new research avenue.

In contrast to the positive impact of knowledge graph (KG) information on in-KG
entity linking, incorporating it into the clustering of out-of-KG entities has a negligible
effect. This is the case for both datasets.

4. Related Work

Entity linking methods can be categorized into two types. First, discriminative methods
that are based on the bi-encoder / cross-encoder pairing [26,27,28]. Both encoders are
commonly BERT-like models. The bi-encoder encodes the description of each entity and
matches it to the text by using an approximate nearest neighbor search. This is important
as the next step, the cross-encoding, is expensive. Here, those neighbors are reranked
by applying a cross-encoder to the concatenation of both, the input text and the entity
description. The highest-ranked entity is then the final linked one. Another type of en-
tity linker is based on generative models [29,30]. Here, instead of using some external
description of an entity, the whole model memorizes the knowledge graph (KG) during
training. The linked entity is then directly generated by the model. Such methods skip
the problem of mining negatives which are crucial for a good performance of bi-encoder-
based methods. Our method follows the discriminative paradigm.

State-of-the-Art entity linking methods often do not consider out-of-KG entities.
This is most apparent when examining the most common EL evaluation dataset. AIDA-
CoNLL [5] does contain out-of-KG entities but even in the original paper, they were ig-
nored during evaluation. As a consequence of that, most subsequent methods ignore them
as well. However, there exist certain entity linking subtasks where out-of-KG entities are
of importance.

NIL-Clustering, introduced at TAC-2011 [2], focuses on linking a whole batch of
documents at once. Notably, the entity mentions occurring also contain out-of-KG en-
tities, here called NIL entities. The goal is to not only link the in-KG entities but also
the out-of-KG entities. In essence, this leads to a clustering of all documents. Naturally,
most methods employ clustering techniques [7,8,9,10,11,12,13,14,15]. These methods
focus on Wikipedia while we focus on Wikidata as a proper KG.

Hoffart et al. [5], introduced the task of emerging entity discovery in 2014. Here,
the goal is to link entities, occurring in incoming texts, while also being able to discover
emerging entities. These are entities that are out-of-KG and recently created. For exam-
ple, news articles might contain emerging entities as certain events occurring are enti-
ties but might not yet be added to the KG. To solve this problem of discovering emerg-
ing entities, auxiliary information is considered. The auxiliary information used is often
retrieved from external documents such as crawled webpages [4,5,6]. In our work, we
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avoid external documents and solely focus on detecting out-of-KG entities by checking
the candidates. Hoffart et al. published the AIDA-EE dataset but it is not freely available.

Since 2022, several new works on the subject matter were published. The EDIN
benchmark [23] focuses on the adaptation of an entity linking model to support unknown
entities. Here, the training is split into two parts, a regular entity linking training and an
adaptation phase where unknown entities are encountered. The EDIN benchmark focuses
on Wikipedia and introduces an adaptation phase. In contrast to that, we do not expect
any adaptation data to be available.

TempEL [31] is a benchmark focusing on the linking of evolving and emerging en-
tities. However, the assumption here is that long well-formulated descriptions of emerg-
ing entities do exist. It is a more specific case of the zero-shot setting. No entities are
encountered, for which no description exists. This differs from this work as we do not
assume that any additional information is available for the out-of-KG entities.

Agarwal et al. [32] consider the detection of out-of-KG entities but they again as-
sume long well-formulated descriptions of the in-KG entities.

The NILK dataset [33] is a dataset similar to ours but it is not accompanied by an
entity linking model. The dataset was excluded from our evaluation due to its mention-
focused construction. Specifically, each instance in the dataset consists of a single men-
tion and its corresponding context. The dataset’s train/dev/test split was created by par-
titioning the set of identified mentions. As a result, mentions of same sentences may
appear in multiple splits, which poses a challenge for our approach since it depends on
contextual information from other mentions within the same sentence. Consequently, the
NILK dataset is not suitable for evaluating our method.

The NASTyLinker by Heist et al. [22] introduced a new clustering method and in-
corporated the scores of a cross-encoder in the clustering process. It was evaluated on the
task of NIL-Clustering and focused on the NILK dataset with Wikipedia descriptions.

The work by Pozzi et al. [34] focuses on Wikipedia and examines the detection and
clustering of out-of-KG as well. They modify an existing dataset to include out-of-KG
entities as well. We additionally offer a dataset with true out-of-KG entities and provide
its KG. Also, we do not assume to have knowledge about out-of-KG entities during
training. In our case, they are only encountered during the evaluation. Finally, we put a
greater focus on the out-of-KG detection mechanism.

The method by Dong et al. [35] relies on the availability of out-of-KG entities during
training time. This differs from our method as we do not assume that this is the case.

The clustering of out-of-KG entities is related to cross-document coreference reso-
lution [36,9,37,38]. However, we limit the clustering only to out-of-KG detected entity
mentions and include information available in KG to support the clustering.

There exist several other methods [39,40] which include KG embeddings into the EL
process. However, we are the first to examine their impact on the clustering of out-of-KG
entities.

5. Future Work

In the future, we want to improve upon the results by using a more sophisticated training
regime. For example, hard-negative sampling or arborescence sampling [24] could be
employed which could improve the performance. Also, to improve the performance of
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the out-of-KG detection, it would make sense to introduce more methods from novelty
detection [41] or open-set recognition [42] which specifically focus on the detection of
instances of classes not encountered during training. Furthermore, the candidate genera-
tion can be improved by not relying on TF-IDF but embedding all entity definitions in a
latent space and retrieving candidates by a k-nearest neighbor search.

Most importantly, we will look into creating another suitable dataset containing out-
of-KG entities. While the Wikievents dataset includes them in a natural way, it is limited
to short texts with only a small amount of context information. Alternatively, models
which can cope with small amounts of input data need to be developed. Furthermore,
Wikievents and AIDA-CoNLL focus on the news domain. Cleaner and less ambiguous
texts are more common here. This can be seen by the good performance of the lexi-
cal similarity measures when clustering. However, out-of-KG entities also exist in other
contexts like historical documents which tend to be noisier and thus challenging [43].

6. Conclusion

We developed the Wikievents entity linking dataset, which contains out-of-KG entities,
and demonstrated that it presents a significant challenge for clustering such entities.
Moreover, we designed and assessed a sequential method that initially links entities or
identifies them as out-of-KG, and subsequently clusters all out-of-KG entities for disam-
biguation.

Our findings reveal that our sequential method’s ability to consider the entire sen-
tence allows it to perform on par with or even surpass methods that cluster all mentions
jointly in some cases. We also demonstrated the feasibility of learning out-of-KG en-
tity detection during training and highlighted the importance of incorporating them to an
appropriate degree.

Thus, we were able to show, that our approach which relies exclusively on informa-
tion within a knowledge graph, eliminating dependency on lengthy textual descriptions
is an alternative for Entity Linking with Out-of-Knowledge-Graph Entity Detection and
Clustering.

7. Limitations

One limitation of this study is that only one type of graph embedding was considered, and
different embeddings like DistMult, ComplEx, etc., might result in different performance
outcomes. Additionally, due to hardware limitations, we couldn’t perform pre-training of
the Entity Linker (EL) on a large corpus like Wikipedia, which is common in many entity
linking methods today. Finally, it’s important to note that we assumed entity mentions
in the text are already detected, but detecting entirely new entity mentions is a challenge
and crucial for real-world applications.

Supplemental Material Statement: Source code and datasets are available at https:
//github.com/semantic-systems/out-of-kg-el.
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