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Abstract. Compliance with legal documents related to industrial maintenance is
the company’s obligation to oversee, maintain, and repair its equipments. As legal
documents endlessly evolve, companies are in favour of automatically processing
these texts to facilitate the analysis and compliance. The automatic process involves
first, in this pipeline, the extraction of legal entities. However, state-of-the-art, like
BERT approaches, have so far required a large amount of data to be effective. Cre-
ating this training dataset however is a time-consuming task requiring input from
domain experts. In this paper, we bootstrap the legal entity extraction by levering
Large Language Models and a semantic model in order to reduce the involvement
of the domain experts. We develop the industrial perspective by detailing the tech-
nical implementation choices. Consequently, we present our roadmap for an end-
to-end pipeline designed expressly for the extraction of legal rules while limiting
the involvement of experts.

Keywords. Legal Entity Extraction, Semantic Model, Large Language Models

1. Introduction

The legal industry is characterized by an extensive volume of evolving documents, such
as contracts, legislation, court rulings, and regulatory filings. These documents are dense,
complex, and rich in specialized language, making their analysis and processing both
time-consuming and prone to human error. Automatic processing of such documents is
essential for several applications, including legal research, compliance monitoring, con-
tract analysis, and case preparation. It not only accelerates their analysis but also im-
proves compliance, accuracy, and accessibility of legal information. Moreover, as laws
and regulations frequently change, automated systems ensure that analyses are up-to-date
with the latest legal standards. As an example, in December 2021, the CNIL (French Na-
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tional Commission for Computing and Liberties)2 has applied a record penalty against
Google of 150 million euros for non-compliance with the law. This example demon-
strates that companies are required to comply with the law and, if they fail to do so, they
will face severe penalties. As highlighted in [1], in France, there are “more than 10,500
laws, 120,000 decrees, 7,400 treaties, 17,000 community’s texts, tens of thousands of
pages in 62 different codes. Some are constantly being modified: 6 modifications per
working day for the 2006 Tax Code”.

Legal entity extraction is a backbone task in the automation process, involving the
identification and categorization of entities. By automatically extracting entities, legal
professionals can quickly locate relevant information, understand the relationships be-
tween different legal entities, and extract insights from large volumes of text. Differ-
ent approaches for legal entity extraction have been proposed in the literature, including
rule-based systems, Bi-directional Long Short-Term Memory (Bi-LSTM) networks [2],
and BERT (Bidirectional Encoder Representations from Transformers) models [3]. Each
of these methods has its own set of advantages and application contexts. Rule-based sys-
tems, due to predefined rules and patterns identified by experts, are highly interpretable
but often less flexible, while BERT models leveraging transformer architectures [4], ex-
cel at automatically understand the context. However, a common challenge across all
these techniques is their dependency on large amounts of annotated data required for
training. Annotated datasets are crucial for training these models to the specific tasks they
need to perform, but the creation of such datasets involves manually labelling text with
the correct annotations. A process that is both time-consuming and resource-intensive.
This dependency on extensive annotated data limits the scalability of deploying these
models, especially in domains where annotated data is scarce or expensive to produce.

This paper bootstraps the legal entity extraction by leveraging a Large Language
Model (LLM) and a semantic model in order to reduce the involvement of the domain
experts. Our objective is to encapsulate expert knowledge within a semantic model and
leverage the capabilities of the foundational model GPT-4 to extract legal entities based
on this semantic framework. We develop the industrial perspective by detailing the tech-
nical implementation choices. Consequently, we present our roadmap for an end-to-end
pipeline designed expressly for the extraction of legal rules while limiting the involve-
ment of experts.

The rest of this paper is organized as follows. Section 2 introduces a motivated
example. Section 3 discusses the main related works. Section 4 presents the semantic
model followed by the pipeline in Section 5. Section 6 concludes the paper and discusses
directions for future work.

2. Motivated Example

Figure 1 presents an example of a document from the French governmental website
Légifrance, translated using Google Translate. This document specifically addresses the
regulations concerning companies that manage buried tanks, with an emphasis on the
requisite checks and inspections. As demonstrated in Figure 1, "Section 5" of the docu-
ment includes cross-reference; it mentions a modification by the Order of August 9, 2017
- art. 2 and directs readers to relevant provisions. These cross-references between docu-

2https://www.cnil.fr/
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Figure 1. Example of an ‘Order’ from Légifrance translated in English.

ments are abundant and highlight the complexity of legal regulations, illustrating that the
law is a continuously evolving. Consequently, in our work, we place significant empha-
sis on managing versions of the law, and in Section 4.2, we describe the corresponding
solutions.

The perspective of automating the extraction and synthesis of relevant information
from such documents is significant. In this specific case, the extracted information could
enhance understanding of the regulations outlined in "Section 5". For instance, when a
company employs a Computerized Maintenance Management System (CMMS) to ser-
vice a tank, the system can identify the prerequisites for the shut-down procedure. This
ability to automatically process legal rules enables the CMMS to recommend relevant
actions, such as the obligation to degas the tank, like those found in the order of March
18, 2008, "Section 5".

Breaking down the legal rules extraction task, it can be viewed as comprising several
subtasks:

1. Extraction of legal entities: This involves identifying and retrieving relevant in-
stances of legal concepts from complex and structured legal documents.

2. Extraction of semantic relations: Linking legal entities together to generate a for-
malize model

3. Structuring of Information: Post-extraction, this step involves organizing the data
into a formal format that is computational ready.

The forthcoming sections of this paper will delve deeper into the first task, offering a
detailed methodology. We aim to provide clarity on how the legal entities extraction can
be efficiently implemented, thereby reducing the workload for legal and technical experts
tasked with compliance. To illustrate our method and the efficacy, we will later revisit
and explain the highlighted sentence in Figure 1, applying our proposed techniques to
demonstrate practical applications and outcomes.
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3. Related Work

3.1. Information extraction

Information extraction is a broad field with multiple contributions from the scientific
community. Recently, there has been a significant trend toward employing neural net-
works for labelling and classification tasks to extract relevant elements. For example,
David B. et al. [5] developed a system to anonymize named entities in German finan-
cial documents. This system identifies entities such as first and last names, postal and
email addresses, and locations. The study evaluated various architectures, including Re-
current Neural Networks (RNN), Long Short-Term Memory networks (LSTM) [6], and
Conditional Random Fields (CRF) [7].

Transformers technology, introduced by Vaswani et al. [4], has surpassed many ex-
isting models. This architecture has proven effective for extracting named entities [8]
and structuring texts into knowledge graphs [9]. The legal community has also adopted
this architecture for Named Entity Recognition (NER), as demonstrated in Italian judg-
ments [10] and Brazilian legal texts by Wang et al. [11]. These implementations achieved
impressive results by combining BERT, Bi-LSTM, and CRF. However, all these methods
require a substantial amount of data to train these architectures or time from the experts,
a challenge we address in this article.

As described in the survey by Solihin et al. [12], the legal community has primarily
focused on the task of named entity recognition (NER), with research and datasets ded-
icated to legal entity linking remaining scarce. Although these two tasks might appear
similar at first glance, but they differ significantly. Named entities, such as persons or or-
ganizations, are typically represented as single entities and are usually short, comprising
a few words. In contrast, legal concepts, detailed in section 4.2, can include broader con-
cepts, named entities, or even complete sentences. Therefore, there is reasonable doubt
that approaches effective for named entities [13,14,15,16] will be equally effective for
legal entity extraction.

However, notable studies such as those by Sleimi et al. [17] have created their own
datasets of legal entities and performed extraction using a rule-based approach. Other
work, such as Dragoni et al. [18], prefer the name "terms extraction" when referring to the
extraction process of legal rules components. Additionally, recent research by Castano et
al. [19] explores a similar process by extracting both concepts and terms from European
legal documents, which are then integrated and maintained in a knowledge management
system.

A significant part of the work proposes an information extraction based on resources
containing, in a structured way, the concepts of a domain as well as the relations between
them. These resources are semantic models like, for example, ontologies or knowledge
graphs. The semantic data model is a method for organizing data to represent it within
a defined logical framework. It is a conceptual model that incorporates semantic infor-
mation, thereby imparting essential meaning to the data and elucidating the relationships
among them. The creation and the use of a semantic model has been the subject of dif-
ferent proposals in the literature. Munira A. et al. [20] proposed an Ontology-Based In-
formation Extraction (OBIE) system with the objective of extracting, from textual doc-
uments, the land suitability for residential use. In the domain of industrial maintenance,
[21] developed a system that relies on a semantic model and that allows managing the
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maintenance assets in industry. In the following section, we introduce the semantic mod-
els in the domain of the legal maintenance. We will, at least, present the two main do-
mains related to the legal maintenance: the law and the industrial maintenance.

3.2. Semantic models

3.2.1. Semantic models related to the law.

One of the early works in semantic modelling related to the law [22] created the “Frame”
model, which aims to structure legal rules. Many of its concepts will be found in the
further work. Van E. et al. [23] detail two of these models dedicated to the representation
of legislation: FOLaw and LRI-Core. LRI-Core has been used as a high-level ontology
for the modelling of German administrative laws. LKIF [24] is an open source ontology
alternative to LRI-Core which can be applied on multi-domain representation of the law
in order to facilitate its reuse. This ontology contains for example the notion of “Right”
which characterizes the permission, obligation or prohibition to perform an act according
to the law. LegalRuleML [25], an XML standard for the legal domain, has been inspirited
by LKIF to represent the legal knowledge and legal reasoning.

The LKIF ontology has been constructed via a supervised approach in order to man-
ually build a semantic model [26]. While most works have considered the construction
of the models in a manual manner, several alternative approaches have considered the
construction using automatic approaches on large corpus [27].

Beyond structuring knowledge semantically, other works focus on mathematical for-
malizations using, e.g., deontic logic rules. Propagated in the scientific community by
[28], this formalization of philosophical concepts relies on symbolic reasoning with no-
tions of modality (prohibition, permission, obligation).

3.2.2. Semantic models for industrial maintenance.

Semantic models dedicated to legal maintenance have also been addressed in scientific
research. In 2004, Rasovska I. et al. [29] proposed a system composed of a conceptual
model allowing to make decisions related to the industrial maintenance. A few years
later, the IMAMO (Industrial MAintenance Management Ontology) [21] has been pub-
lished. IMAMO is an ontological model with the objective of standardizing information
exchanges related to maintenance. It aims at ensuring semantic interoperability while
generating data to be used as a decision-making support. Many other works reflect this
structure life cycle for industrial equipment [30,31,32,33,34]. We find in these models
essential concepts for industrial maintenance. For example, the notion of ‘Maintainable
activity’, ‘Maintainable Item’ or ‘Qualified Person’ that group different concepts specific
to maintenance which are not mentioned in the legal models. Indeed, these concepts are
extracted form an open source model [35] produced by the IOF group (Industrial On-
tologies Foundry) which tries to "create a set of reference and open ontologies covering
the whole industry domain"3.

3https://www.industrialontologies.org/our-mission/
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4. Formalizing legal maintenance with a semantic model

4.1. Why using a semantic model?

In the domain of legal formalization, the adoption of different methodologies reflects the
diverse requirements and challenges faced by the scientific community. The first major
approach centres around formal logic, leveraging systems like deontic logic or the PRO-
LEG language [36]. These systems are structured to facilitate rule-based reasoning, en-
abling automated processes such as compliance verification. This capability is crucial in
legal environments where consistency and respect to explicit regulations are paramount.
However, the inherent complexity and specialized nature of formal logic systems make
them less accessible to those without a background in this area, potentially limiting their
usability in interdisciplinary applications.

On the other hand, the second approach employs semantic models, including on-
tologies and knowledge graphs, to encapsulate legal knowledge. These models strive to
represent legal concepts and relationships in a way that is both semantically rich and
intuitively understandable. This approach enhances transparency and eases communica-
tion of legal rules, making them more accessible to non-specialists. For instance, legal
practitioners without technical expertise can interact with and contribute to the model,
facilitating broader collaboration. However, while semantic models excel in knowledge
representation, they often lack the native capability to perform complex reasoning tasks
directly. This limitation necessitates additional computational mechanisms or integration
with other technologies to enable practical reasoning processes.

In this paper, we opted for a semantic model because our approach requires valida-
tion by maintenance legal experts who are not familiar with formal logic. Our objective
was to design a pipeline that enables legal experts to comprehend and modify the ex-
tracted information. Although the comprehensibility of the model may limit its compu-
tational and reasoning capabilities. The motivation to produce a comprehensible model
was also driven by the need to provide a model that accurately represents legal mainte-
nance rules. In the next section, we will revisit the model, discussing the purpose of this
semantic model and the reasons behind our decision to develop SEMLEG v2.

4.2. SEMLEG for legal maintenance

As detailed in the previous section, we developed a semantic model to formalize legal
maintenance rules. Our inaugural version4, aimed to address a gap in the existing state
of the art. At that time, there were semantic models designed specifically for industrial
maintenance and others for legal contexts, but none that encompassed both aspects. In
the forthcoming sections, we will detail the existing features of the model and the new
improvements, illustrating these enhancements with examples that highlight previously
unaddressed issues. Figure 2 provides an overview of the updated semantic model. In
the following section, we will revisit the core features that have remained unchanged
between the two versions.

4SEMLEG v1
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Figure 2. Semantic Model designed to formalize legal maintenance rules.

4.2.1. A quick look at SEMLEG v1

The development of the semantic model was structured into two primary phases: (1)
the extraction of three representative industrial maintenance decrees from Légifrance,
covering different domains: pressured equipment5, lifting machines6, and buried tanks7;
(2) the identification of recurring components within the decrees and the collaborative
construction of the semantic model by four experts, each specializing in a distinct field:
(a) industrial legal maintenance, (b) ontological knowledge modelling, (c) generalized
information systems, and (d) automated natural language processing.

The legislative hierarchy is modelled through a series of nested groups, which facil-
itate the structuring of legal information. For instance, in Figure 1, "Section 5" is nested
within Title A. The various components such as chapters, sections, and articles are mod-
elled using the concept Source, and their hierarchical relationships are defined by the
composition relation. To interconnect these sources, as exemplified by the blue box in
Figure 1, we introduced the concept Link. This allows one source to abrogate, mention,
or modify another legal source. This feature allows SEMLEG to track history and evolu-

5https://www.legifrance.gouv.fr/loda/id/JORFTEXT000036128632/2022-06-01/
6https://www.legifrance.gouv.fr/loda/id/JORFTEXT000000439029/2022-07-01/
7https://www.legifrance.gouv.fr/loda/id/JORFTEXT000018820571/2022-06-01/
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tion of legal rules. For example, in Figure 3, the order from 2017, article 2 modified the
"section 5" from 2008 changing underlying rules.

In the model, a rule is characterized by four components: a Subject, a Predicate,
an Object, and a Modality. This framework is heavily inspired by the semantic triple,
making it well-suited for the formalization of legal rules. We have introduced Modality

to capture the granularity of the rule, which can be categorized as a Permission, an
Obligation, or a Prohibition. This addition enhances the model’s ability to accurately
represent the nuances of legal mandates. Some Modality, like the one in our example,
can be implicit due to the lack of verbs.

Similar to mathematical operations, we have introduced Operator and Operand,
which facilitate reasoning about the sequence and interrelationship between rules. These
concepts fill in the gaps in the semantic model, particularly in terms of reasoning in rela-
tion to formal logic. To date, we have identified three distinct operators: Simple Disjunc-
tion, Parallel Conjunction, and Successive Conjunction.

• simpleDisjunction is represented as: "I do A or B," indicating a choice between
two actions.

• parallelConjunction is represented as: "I do A and at the same time B," implying
that two actions occur simultaneously.

• successiveConjunction is represented as: "I do A and only after B," suggesting
that one action follows the other in sequence.

These operators enable the structuring of rule chains (the operands) within legisla-
tive texts, providing a clear framework for understanding the logic and flow of legal
stipulations.

4.2.2. New features introduced in SEMLEG v2

Since this first version, we improved SEMLEG by applying modification based on un-
covered cases from new legal documents. The introduction of new features will be ex-
plained using an example in Figure 3 extracted from the sentence in Figure 1: «When the
installation is permanently shut down, the tanks and pipes are degassed. ».

The first major enhancement in SEMLEG v2 concerns the legal concepts it employs.
We opted to align our model with the work of Sleimi et al. [17], who compiled various
semantic models dedicated to legal domains and proposed a unified model. This uni-
fied model incorporates well-known frameworks such as LegalRuleML [25], LKIF [24],
and Cerno [37]. Therefore, we introduced new legal concepts, which are highlighted in
green in the Figure 2. The Table 1 gives a summary about all the different concepts
from the semantic model in Figure 2. For instance, prior to this update, both Artifact

and Actors were subsumed under the category Resource. Now, our model distinguishes
these elements more precisely, enhancing the legal representation. Additionally, utilizing
a composition relation with Source allow storing all extracted entities from our pipeline
even if they are not yet linked to a rule. In our example, «Installation » is categorized as
Maintenable Item but never involved in a rule.

Since the introduction of the concepts Artifact, Action, and Actor into SEMLEG
v2, we have achieved precise alignment with the IOF maintenance ontology. Conse-
quently, we have defined Maintenance Activity as a subclass of Action, Maintainable

Item as a subclass of Artifact, and Qualified Person as a subclass of Actor. The align-
ment with external resources was a crucial aspect of the initial version of our model
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Figure 3. Example of SEMLEG v2 applied on the sentence : «When the installation is permanently shut down,
the tanks and pipes are degassed. »

and remains vital for standardizing across computational systems. The incorporation of
the IOF ontology will facilitate future integrations with existing systems that utilize this
framework.

We also developed a new system for handling conditions within SEMLEG v2, which
includes two interfaces: Conditioner and Conditionable. In this revised structure, Pred-

icate and Resources are classified as Conditionable, meaning they can be conditioned
by a Conditioner. Conditioner includes entities like Location, Time, and Situation.
This modification allows for a more nuanced and flexible representation of conditions,
aligning resources and predicates with specific contextual elements.

A similar process has been developed, enabling the definition of Resource, Predi-

cate, and Location. Indeed, certain legal documents include definitions to clarify com-
plex or specialized vocabulary. To date, definitions have been identified for these three
concepts only. However, the modularity of the definable interface facilitates easy adap-
tation to new use cases.

Following our pipeline, after the formalization by domain experts and legal entities,
we aimed to extract information with minimal involvement from experts using LLM.
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The subsequent section explores the capabilities of LLM in zero-shot and few-shot con-
figurations.

5. Bootstrap legal entity extraction by leveraging LLMs

5.1. Methodology and strategies

5.1.1. The dataset

In our study, the LLM processed input data consisting of raw sentences extracted from
the Luxembourg Traffic Law. Utilizing various techniques, the LLMs are capable of iden-
tifying predefined legal entities. To provide an in-depth explanation of this process, we
will begin with the dataset and describe the eight semantic concepts. The dataset we use
in our work has been introduced in 2018 by Sleimi et al. [38], extracted from the Luxem-
bourg traffic law. This study accomplishes the extraction of legal entities by employing
rule-based methodologies. The authors report that their rule-based system is capable of
achieving a precision score of 0.874 and a recall score of 0.855. However, achieving this
level of performance necessitates significant time investment from experts in annotation
process and rule based pattern creation. Furthermore, in a subsequent paper [17], they
addressed the issue of limited generalizability by applying their approach to various legal
codes, including the Code of Commerce, the Penal Code, the Code for Healthcare, the
Labour Code, and the Code for the Environment. This application resulted in a signif-
icant reduction in precision, which declined by around 14.8%, indicating a significant
decrease from the original domain to new domains.

In their paper [38], experts annotated 200 French selected statements from the Lux-
embourg Traffic Law and identified 1339 phrases. They focus on 14 legal concepts and
publish the dataset8. However, in our paper, we’ll work on a subpart of these concepts by
using only 8 of them : Action, Actor, Object (Artifact), Condition, Location, Modality,
Reference and Time. This selection was guided by our observation that certain concepts
were either underrepresented in the dataset or did not align with our interpretation of
their definitions.

A distinctive feature of this dataset and the associated tasks is the occurrence of
entity overlap. Parts of a sentence may be annotated with two different concepts. For
instance, in the Figure 3, the segment «installation »could be annotated as a Maintainable
Item and as a Situation.

5.1.2. Prompt Engineering Pipeline

Prompt engineering is a subfield within artificial intelligence and human-computer in-
teraction (HCI) focused on the design, analysis, and optimization of prompts, structured
inputs or queries, to elicit desired responses or behaviours from AI systems, particu-
larly those based on LLMs. This domain encompasses a range of activities, including
the formulation of prompts to guide AI in legal entity extraction, thereby enhancing its
performance [39,40].

Unlike conventional methods, prompt engineering does not modify the underlying
architecture or weights of an AI model. Instead, it leverages the pre-existing knowledge

8https://sites.google.com/view/metax-re2018/
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Table 1. Concepts and definitions in SEMLEG v2

Concept Definition Example

Source Allows, like Russian dolls, to encap-
sulate a set of legal concepts or other
sources.

Article L. 512-5

Link Semantic link between two sources

Mention Mention of an other source

Modification Modification of an other source

Abrogation Abrogation of an other source

Reason The rational for an action To improve the birth rate

Definition Legal provision defining the meaning
of concepts

A functional test of a lifting device is
...

Reference Textual mention of another legal
source

as defined in the Article L. 512-5

Location A place where an action can be per-
formed

In the park

Time Moment, duration or occurrence of an
action

Every two weeks

Situation Description of something that has hap-
pened or can happen

When the installation is shut down

Condition A constraint stating the properties that
must be met

When the door is open

Action The process of doing something Playing rugby

Artifact Material or immaterial object involved
in an action

Basket ball

Actor Entity that has the capability to act The president

Maintenance Activity Action of maintaining something are degassed

Maintainable Item Object that can be maintained Lift

Qualified Person Person who is qualified The technician

Operand Represents the elements on which a
logical operation will operate.

Operator Represents the logical operation oper-
ator.

Successive Conjunc-
tion

Represents performing one action after
another.

I do A and only after B

Parallel Conjunction Represents the performance of an ac-
tion at the same time as another.

I do A and at the same time B

Simple Disjunction Represents the completion of one ac-
tion or another.

I do A or B

Predicate Predicate in the meaning of the seman-
tic triple

are degassed

Resource Resource in the meaning of the seman-
tic triple

Lifting devices

Modality Represents the enforcement constraint
of a rule

Permission The possibility to perform Can

Obligation Mandatory action to perform Must

Prohibition Forbidding an action to happen Must not

Rule Describe the rules and allows aggre-
gating the necessary entities.

The periodic general verification of
lifting devices must be done every
twelve months.
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and capabilities encoded within the model during its initial training phase, which typi-
cally involves exposure to vast datasets spanning diverse domains. By crafting prompts,
the input queries given to the model can guide the AI to generate outputs that align more
closely with specific user intentions or requirements.

The pre-prompt, available in our GitLab repository 9, is structured as follows: ini-
tially, a role is assigned to the LLM: "NLP expert", along with the task: "extracting en-
tities from sentences". Indeed, the guidance provided in the OpenAI documentation10

suggests that clearly defining the role and capabilities of a model, can significantly en-
hance the quality and relevance of the outputs generated. The second part entails a de-
scription of the eight chosen concepts from SEMLEG v2 and definitions created by do-
main experts. This instance represents the only necessary introduction of external knowl-
edge, necessitating the involvement of an expert. Lastly, details regarding the output are
provided, specifying that it should be in JSON format without further explanation and
adhering to a non-rephrase constraint.

To construct the final prompt, one simply concatenates the pre-prompt with the sen-
tence. This composite sentence is then provided to the LLM for processing. As noted
in the dataset description, our sentences are derived from legal documents from Luxem-
bourg, specifically focusing on traffic law. Here is an example of an added sentence, after
the pre-prompt, from which to extract entities: "When one or more major or critical de-
fects or non-conformities are found on a Luxembourg-registered vehicle, the roadworthi-
ness inspector may decide that the vehicle must undergo a full roadworthiness inspection
within a given timeframe". This methodology is called "zero-shot" because it does not
provide any examples to the LLM. Conversely, in the "one-shot" approach, an example
along with the desired output is included at the end of the pre-prompt, offering a direct
illustration of the task to be performed by the model. This article evaluates both of these
options.

5.2. Evaluation and Results

5.2.1. Evaluation methodology

In the assessment of information extraction models’ accuracy, a range of metrics is rou-
tinely utilized to evaluate their precision and reliability. Recall, precision, F1 score, and
F2 score play a crucial role in delineating a model’s performance. These measures are
especially valuable in contexts where achieving an equilibrium between false positives
and false negatives is critical for the intended task.

In this study, we add another metric to address certain limitations inherent in tradi-
tional evaluation. A primary concern arises from discrepancies in boundary annotation
between experts and LLMs. Consider the sentence: "The very old blue car has to pass
the technical inspection". Here, an expert may annotate "very old blue car" as an artifact,
whereas LLMs might only identify "blue car" as the relevant segment. Under conven-
tional evaluation methodologies, the LLM’s annotation would be dismissed as a False
Positive. However, we contend that such annotation could still represent a valid response
(i.e. True Positive).

9https://gitlab.irit.fr/ala/legal-concepts-extraction
10https://platform.openai.com/docs/guides/prompt-engineering
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To accommodate this perspective, we have refined the True Positive category into
two distinct subcategories: a) the perfect match, the expert’s annotation is equal to the
LLM’s annotation; b) the partial match, which acknowledges instances where the LLM
correctly identifies the overarching concept (in this instance, artifact) and its annotation
is a subset of, or is encompassed by, the expert’s annotation. Table 2 presents examples
to summarize our evaluation methodology.

Expert annotation LLM annotation Result

very old blue car very old blue car Perfect Match (True Positive)

very old blue car blue car Partial Match (True Positive) (NLD = 0.529)

blue car very old blue car Partial Match (True Positive) (NLD = 0.529)

blue car red bus False Positive

Table 2. Examples for the evaluation methodology including : Perfect Match, Partial Match (with the Normal-
ized Levenshtein Distance: NLD) and False Positive.

To assess the "partial march" category, we will introduce an additional metric: the
normalized Levenshtein distance. The Levenshtein distance, or edit distance, serves as a
metric to gauge the similarity between two strings, by calculating the minimal number of
single-character alterations needed to transform one string into the other. The goal is to
determine the difference between the LLM’s annotation and the expert’s annotation. We
will normalize this metric in order to compare it across all the partial match annotations.

5.2.2. Overall Performance

Table 3 presents a comprehensive overview of the model GPT-4, detailing its configura-
tions and results. Notably, GPT-4, configured with a one-shot prompt style, demonstrated
superior performance, achieving an F1 score of approximately 0.690.

Strategy Result

Model Prompt Style Fine-tuning Precision Recall F1 F2

Rule-based [38] 0.972 0.958 0.965 0.961

GPT-4
Zero-Shot No 0.645 0.684 0.664 0.676
One-Shot No 0.677 0.704 0.690 0.698

Table 3. Precision, Recall, F1 and F2 results for legal entity extraction using GPT-4. It achieves optimal
performance across all evaluated metrics with the following configuration: one-shot prompt style and no fine-
tuning.

Within the evaluation dataset, which comprises 973 legal entities, GPT-4 accurately
extracted 270 entities with an exact match. Furthermore, approximately 400 additional
entities were recognized as "partial matches" of the annotations provided by experts.

As described in the previous section, we introduced the normalized Levenshtein
metric in order to compare the edit distance between the expert and LLMs’ annotation.
Figure 4 demonstrates a gradual increase in the F1 score as the allowance for partial
matches in LLMs is varied. Specifically, in the absence of permitted partial matching,
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Figure 4. Impact of Normalized Levenshtein Distance Threshold (NLDT) on F1 score. An NLDT of O allows
no variation between the annotations made by experts and the partial matches from LLMs. By permitting a
sentence variation of approximately 60%, GPT-4 can achieve an F1 score of around 0.6.

the performance of GPT-4 initiates at a level below 0.5. However, with an allowance for
up to 60% variation in partial matches, GPT-4 achieves an F1 score of approximately
0.6. For reference, rule-based system reach an average Jaccard index about 0.46 [17],
which gives a very similar performance. Figure 4 complements the insights provided
by Table 3, highlighting that model performance is not binary and is significantly influ-
enced by the choice of threshold applied to variations in the Levenshtein distance. As the
threshold approaches 1, there is an increased risk of incorporating errors, underscoring
the delicate balance required in setting this parameter to optimize performance without
compromising accuracy.

Despite these notable achievements, the impressive performance of LLM is not with-
out its drawback. While LLM possesses the capability to extract the entities, relying
on them exclusively for extraction purposes could result in incomplete extractions. The
rule-based strategy [17] recorded only 175 instances of "partial matches" whereas LLMs
encountered 415 instances. This issue is inherently linked to the fundamental nature of
Large Language Models, underscoring a significant open issue regarding the ability of
LLMs to delineate information with precise boundaries. This highlights a critical area
for future research and development in the field of natural language processing, specifi-
cally in enhancing the precision of LLMs in information extraction tasks. Furthermore,
the scientific community has only reported results for rule-based extraction using this
dataset. As future work, we intend to explore the capabilities of BERT models on this
dataset and establish benchmark results.
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6. Conclusion

In our paper, we delved into the utilization of semantic model and LLMs specifically
for the task of legal entity extraction, aiming to reduce the involvement of the domain
experts. The necessity for automated legal processing cannot be overstated. Historically,
regulatory frameworks have been documented across extensive collections of texts, re-
quiring businesses to dedicate considerable human resources to interpret, monitor, and
ensure adherence to these legal requirements. This process is not only resource-intensive
but also prone to human error, given the complexity and volume of legal documents.
Moreover, the dynamic nature of legal regulations, with legislative bodies and political
institutions regularly revising and updating laws, further complicates the landscape for
compliance. Such frequent changes demand continuous monitoring and analysis to un-
derstand their implications for business operations, a task that is both cumbersome and
costly for companies.

In section 4, we discussed the methodologies adopted for formalizing legal mainte-
nance rules, focusing on the development of a semantic model. The first approach de-
tailed is based on formal logic, such as deontic logic and the PROLEG language, while
the second approach uses semantic models like ontologies and knowledge graphs. Se-
mantic modelling was chosen to facilitate comprehension and interaction by legal experts
unfamiliar with formal logic. Following that, we enhanced our first semantic model ver-
sion by incorporating new legal concepts from a unified model proposed by Sleimi et al.
[17], which incorporates frameworks like LegalRuleML [25], LKIF [24], and Cerno [37].
Additionally, we introduced a more nuanced handling of conditions.

In section 5, our paper not only explored the potential of GPT-4 in streamlining legal
entity extraction, but also has found the strategy that offers the best results. Through our
investigation, we aimed to highlight how LLMs can be used in information extraction
task and harness their full power without excessive involvement of experts. State-of-the-
art work yields excellent results, achieving an F1 score of 0.961. However, this perfor-
mance is a trade-off considering the time-consuming tasks such as annotation and rule
creation. In contrast, GPT-4, using a one-shot prompt, delivered inferior performance
with an F1 score of approximately 0.690, but it required minimal expert input aside from
concept definitions and a single example. A significant limitation has been identified
when utilizing LLMs for legal information extraction. Although these systems success-
fully extract and classify entities, there has been an observed increase in partial matches.
Partial matches occur when the LLM extracts only a subpart of the intended annotation,
rather than the entire entity. Our research highlights a trade-off inherent in employing
more generalized systems capable of zero-shot extraction. The flexibility and broad ap-
plicability of LLMs may come at the expense of increased partial matches and potentially
reduced boundary precision in entity extraction tasks.

Finally, in future work, we aim to address the boundary issue by filtering and en-
hancing the quality of the extraction process. This can be achieved by employing simple
rule-based methods. Specifically, we propose that concepts, such as artefact for exam-
ple, could be restricted to noun phrases identified through syntactic parsing. This strat-
egy would help eliminate unnecessary words, resulting in more precise extracted con-
cepts. Additionally, various methods, including active learning or human feedback, can
be explored to further refine these concepts.
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