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Preface 

This volume contains accepted papers from the ICIMTH (International Conference on 

Informatics, Management, and Technology in Healthcare), the scientific outcomes of 

which the Scientific Programme Committee is pleased to present to the academic and 

professional community of Biomedical and Health Informatics. The conference was held 

virtually on 16 and 17 October 2021 in Athens, Greece. 

The ICIMTH 2021 Conference is the 19th Annual Conference in this series of 

scientific events, which brings together scientists working in the field of Biomedical and 

Health Informatics from all continents. 

As was also the case last year, this year’s conference was held as a virtual event by 

means of interactive teleconferencing platforms due to the COVID-19 pandemic and the 

consequent restrictions on gatherings and travel in many parts of the world. 

The conference examines the field of Biomedical and Health Informatics in a very 

broad framework, presenting the research and application outcomes of informatics from 

cell to populations, and including a number of technologies, such as imaging, sensors 

and biomedical equipment, as well as management and organisational aspects, including 

legal and social issues and setting research priorities in health informatics. Essentially, 

data, informatics and technology inspire health professionals and informaticians to 

improve healthcare for the benefit of patients. As was expected this year, a significant 

number of papers relate to the COVID-19 pandemic. 

It should be noted that these proceedings are published with open access in the 

Studies in Health Technology and Informatics (SHTI) series of IOS Press, with e-access 

for ease of use and browsing without the loss of any of the advantages of indexing and 

citation in the biggest scientific literature databases, such as Medline and Scopus. 

By the deadline for papers, we had more than 170 submissions, of which we have 

accepted 120 after review as papers to be included in this volume of proceedings. This 

year, due to the shifting of the conference dates by a few months from the traditional 

time to later dates due to pandemic issues, the proceedings were not available at the time 

of the conference, but will be published by the end of the year. 

The Editors would like to thank the Members of the Scientific Programme 

Committee, the Organising Committee, and all those reviewers who performed a very 

professional, thorough and objective refereeing of the scientific work in order to achieve 

this high-quality publication for a successful scientific event. 

 

 

Athens, 02.11.2021 

The Editors, 

John Mantas, Arie Hasman, Mowafa S. Househ, Parisis Gallos, Emmanouil Zoulias, and 

Joseph Liaskos 

v



This page intentionally left blank



ICIMTH 2021 

Scientific Programme Committee and Reviewers 

John Mantas, National and Kapodistrian University of Athens, Greece 
Arie Hasman, AMC, University of Amsterdam, The Netherlands 
Emmanouil Zoulias, National and Kapodistrian University of Athens, Greece 
Andrianna Magdalinou, National and Kapodistrian University of Athens, Greece 
Joseph Liaskos, National and Kapodistrian University of Athens, Greece 
Mowafa S. Househ, Hamad Bin Khalifa University (HBKU), Doha, Qatar 
Parisis Gallos, National and Kapodistrian University of Athens, Greece 
Reinhold Haux, University of Braunschweig - Institute of Technology, Germany 
Theo Arvanitis, Institute of Digital Healthcare, University of Warwick, UK 

Reviewers List 

 
Bakheet Aldosari 
Yasser Alsafadi 
Elske Ammenwerth 
Konstantinos Antypas 
Muzawir Arief 
Mansoor  Baig 
Charalampos Balis 
Alireza Banaye Yazdipour 
Franziska Bathelt 
Petr Berka 
Antonis Billis 
Stefano Bonacina 
Taxiarchis Botsis 
Zahid Butt 
Georgi Chaltikyan 
Chi-Chang Chang 
Martha Charalampidou 
Oana Sorina Chirila 
Mihaela Crișan - Vida 
George Demiris 
George Despotou 
Marianna Diomidous 
Verena Dornauer 
Leila Erfannia 
Mina Fallah 

Parisis Gallos 
Michael Georg Grasser 
Vincenzo Guardabasso 
Arie Hasman 
Mira Hercigonja-Szekeres 
Felix Holl 
Mowafa Househ 
Marianna Isaakidou 
Pashalina Lialiou 
Joseph Liaskos 
Andrianna Magdalinou 
John Mantas 
Ivana Ognjanovic 
Kaija Saranto 
Ramo Šendelj 
Michael Shifrin 
Vasile Stoicu-Tivadar 
Lacramioara Stoicu-Tivadar 
Orsolya Varga 
Stefan Vogel 
Patrick Weber 
Dimitrios Zikos 
Spiros Zogas 
Emmanouil Zoulias

 

vii



This page intentionally left blank



 

Contents 

Preface v 

John Mantas, Arie Hasman, Mowafa S. Househ, Parisis Gallos,  
Emmanouil Zoulias and Joseph Liaskos 

ICIMTH 2021 Scientific Programme Committee and Reviewers vii 

Using Artificial Intelligence to Develop a Lexicon-Based African American Tweet 

Detection Algorithm to Inform Culturally Sensitive Twitter-Based Social Support 

Interventions for African American Dementia Caregivers 1 

Peter Broadwell, Nicole Davis and Sunmoo Yoon  

A Comparison of Word Embeddings to Study Complications in Neurosurgery 5 

Gleb Danilov, Konstantin Kotik, Michael Shifrin, Yulia Strunina,  
Tatyana Pronkina, Tatyana Tsukanova, Timur Ishankulov, Maria Shults,  
Elizaveta Makashova, Yaroslav Latyshev, Rinat Sufianov, Oleg Sharipov,  
Anton Nazarenko, Nikolay Konovalov and Alexander Potapov  

Gulf Cooperation Council Clinical Trials in the Pursuit of Medications for  

COVID-19 9 

Bassam Ali Jaber, Mowafa Househ, Zubair Shah, M.Sohel Rahman,  
Mounir Hamdi, Kabir H Biswas and Tanvir Alam  

Hazards for the Implementation and Use of Artificial Intelligence Enabled Digital 

Health Interventions, a UK Perspective 14 

Stuart Harrison, George Despotou and Theodoros N. Arvanitis  

An Evaluation of Pretrained BERT Models for Comparing Semantic Similarity  

Across Unstructured Clinical Trial Texts 18 

Jessica Patricoski, Kory Kreimeyer, Archana Balan, Kent Hardart,  
Jessica Tao, Johns Hopkins Molecular Tumor Board Investigators,  
Valsamo Anagnostou and Taxiarchis Botsis  

AI Enhanced Person-Centred Care Services for Monitoring Stroke Outpatient 

Rehabilitation 22 

Ramo Šendelj, Ivana Ognjanović, Milovan Roganović  
and Dalia Krikščiūnienė  

FAIR and Quality Assured Data – The Use Case of Trueness 25 

Jürgen Stausberg, Sonja Harkener, Ekkehart Jenetzky, Patrick Jersch,  
David Martin, Rüdiger Rupp and Martin Schönthaler  

Using Machine Learning to Improve Personalised Prediction: A Data-Driven  

Approach to Segment and Stratify Populations for Healthcare 29 

Will Yuill and Holger Kunz  

 

ix



 

Prediction of Postoperative Speech Dysfunction Based on Cortico-Cortical Evoked 

Potentials and Machine Learning 33 

Timur Ishankulov, Gleb Danilov, David Pitskhelauri, Oleg Titov,  
Anna Ogurtsova, Svetlana Buklina, Evgeniy Gulaev, Tatyana Konakova  
and Andrey Bykanov  

Early Prediction of Neoplasms Using Machine Learning: A Study of  

Electronic Health Records from the Ministry of National Guard Health  

Affairs in Saudi Arabia 37 

Asma Abdullah Alfayez, Alvina Grace Lai and Holger Kunz  

Medical Informatics in a Tension Between Black-Box AI and Trust 41 

Murat Sariyar and Jürgen Holm  

Development of an Expert Knowledge-Based Genomic Variant Prioritisation  

Platform 45 

Aurora Sucre, Gregory Maclair, Iride Martinez, Concha Vidales,  
Gorka Epelde and Alba Garin-Muga  

Pro-Active Detection of Potentially Wrong Diagnoses Due to Substantial  

Changes of Laboratory Measurements 49 

Motaas Abu Baker, Fabienne Calderara, Jürgen Holm and Murat Sariyar  

The Clinical and Biochemical Parameter Data: Effect of High Blood Glucose on 

Diabetic Nephropathy Among Non-Insulin-Dependent Diabetes Mellitus  

(NIDDM), Thailand 53 

Chitkamon Srichompoo, Warantorn Potarin, Supattra Noo-In,  
Patcharin Phuwilert and Santisith Khiewkhern  

Public Sentiment Towards Vaccination After COVID-19 Outbreak in the Arab  

World 57 

Rafiul Biswas, Tanvir Alam, Mowafa Househ and Zubair Shah  

ABiMed: Towards an Innovative Clinical Decision Support System for  

Medication Reviews and Polypharmacy Management 61 

Abdelmalek Mouazer, Romain Leguillon, Bertille Leroy, Karima Sedki,  
Christian Simon, Hector Falcoff, Matthieu Schuers, Sophie Dubois,  
Cédric Bousquet, Lina Soualmia, Catherine Letord, Stéfan Darmoni,  
Jacques Bouaud, Brigitte Séroussi, Rosy Tsopra and Jean-Baptiste Lamy  

Machine Learning Approaches for Early Prostate Cancer Prediction Based on 

Healthcare Utilization Patterns 65 

Joseph Finkelstein, Wanting Cui, Tiphaine C. Martin and Ramon Parsons  

Semiautomatic Identification of Pulmonary Embolism in Electronic Health  

Records Through Sentence Labeling 69 

Gleb Danilov, Timur Ishankulov, Alexandra Kosyrkova, Maria Shults,  
Semen Melchenko, Tatyana Tsukanova, Michael Shifrin  
and Alexander Potapov  

Utilizing Shared Big Data to Identify Liver Cancer Dedifferentiation Markers 73 

Kirill Borziak and Joseph Finkelstein  

 

x



 

ALLD: Acute Lymphoblastic Leukemia Detector 77 

Saleh Musleh, Mohammad Tariqul Islam, Mohammad Towfik Alam,  
Mowafa Househ, Zubair Shah and Tanvir Alam  

Application of Natural Language Processing to Learn Insights on the Clinician’s  

Lived Experience of Electronic Health Records 81 

Yalini Senathirajah, Hwayoung Cho, Jaime Fawcett, Karla M. Mondejar,  
Kenrick Cato, Peter Broadwell and Sunmoo Yoon  

Healthcare Professionals’ Perceptions and Opinions on “Do not Attempt  

Resuscitation” (DNAR) Order and Documentation 85 

Hanna Kuusisto, Tapani Keränen and Kaija Saranto  

A Framework for User-Configurable Data Quality Assurance of Electronic Patient 

Records 89 

Marina Romanchikova and Jean-Laurent Hippolyte  

Predicting the Risk Factors of Second Primary Cancer in Patients with  

Hepatocellular Carcinoma 93 

Hsien-Hua Liao, Chi-Chang Chang, Yu-Xiang Wang  
and Chalong Cheewakriangkrai  

A Deep Learning Program to Predict Acute Kidney Injury 97 

Xiaoqiang Li  

Designing an Electronic Shared Care Plan to Enable Person-Centred,  

Team-Based Home Care 102 

Susi Wilkinson and Elizabeth M. Borycki  

Reviewing and Content Analysis of Persian Language Mobile Health Apps for 

COVID-19 Management 106 

Leila Erfannia, Morteza Amraei, Goli Arji, Azita Yazdani,  
Maryam Sabzehgar and Leila Yaghoobi  

Mobile-Based Self-Care Application for COVID-19: Development Process  

Using the ADDIE Model 110 

Hamid Reza Saeidnia, Marcel Ausloos, Zahra Mohammadzadeh,  
Afshin Babajani and Mohammad Hassanzadhh  

Minimization of the Drug and Gene Interactions in Polypharmacy Therapies 

Augmented with COVID-19 Medications 114 

Azra Lagumdzija-Kulenovic and Adnan Kulenovic  

Introduction of the EU Digital COVID Certificate in Slovenia: Technological  

and Process Aspects 118 

Dalibor Stanimirovic and Lucija Tepej Jocic  

Latent COVID-19 Clusters in Patients with Opioid Misuse 123 

Fatemeh Shah-Mohammadi, Wanting Cui, Keren Bachi, Yasmin Hurd  
and Joseph Finkelstein  

Smartphone-Based Healthcare Apps for Older Adults in the COVID-19 Era:  

Heuristic Evaluation 128 

Hamid Reza Saeidnia, Ali Ghorbi, Marcin Kozak and Claudiu Herteliu  

xi



 

A-Test Method for Quantifying Structural Risk and Learning Capacity of  

Supervised Machine Learning Methods 132 

Arash Gharehbaghi and Ankica Babic  

Factors for Individualization of Therapeutic Exercises for the Design of  

Health-Enabling Technologies 136 

Lena Elgert, Bianca Steiner, Birgit Saalfeld, Michael Marschollek  
and Klaus-Hendrik Wolf  

Intellicor: Mobile Design for Monitoring Phonographic Signals 140 

Malin Wist Jakobsen and Ankica Babic  

Design and Implementation of a Computerized Management System for  

Adverse Drug Reactions at the Sourô SANOU University Hospital (CHUSS)  

in Bobo-Dioulasso, Burkina Faso 144 

Arsene Sie Hamed Traore, Seydou Golo Barro, Souleymane Fofana,  
Issiaka Sombie, Rasmané Semde, Carine De Vriese, Dieudonne Ilboudo  
and Pascal Staccini  

Implementation of a Monitoring System for Pregnancy by Tele-Ultrasound in  

an African Context (Burkina Faso) 148 

Seydou Golo Barro, Idrissa Zampaligre and Pascal Staccini  

Mobile Monitoring of Diabetic Patients in the Active File of the Medical Center  

of Do (Burkina Faso) 152 

Bry Sylla, Seydou Golo Barro, Jeoffray Diendere, Rachid G. Konfe,  
Ghislain Bouda and Pascal Staccini  

Length of Stay Prediction in Neurosurgery with Russian GPT-3 Language Model 

Compared to Human Expectations 156 

Gleb Danilov, Konstantin Kotik, Elena Shevchenko, Dmitriy Usachev,  
Michael Shifrin, Yulia Strunina, Tatyana Tsukanova, Timur Ishankulov,  
Vasiliy Lukshin and Alexander Potapov  

Drawing on the Doctor-Patient Relationship in e-Health Services 160 

Rolf Wynn  

Tracking Activities of Daily Living in the Home Office 162 

Ju Wang, Marcel Aguirre Mehlhorn, Katharina Ditler, Benjamin Effner  
and Thomas M. Deserno  

Developing an Ontology for Documenting Adverse Events While Avoiding  

Pitfalls 166 

Stefanie Neuenschwander, Patricia Romao, Jürgen Holm and Murat Sariyar  

Analyzing Topics and Sentiments from Twitter to Gain Insights to Refine  

Interventions for Family Caregivers of Persons with Alzheimer’s Disease  

and Related Dementias (ADRD) During COVID-19 Pandemic 170 

Sunmoo Yoon, Peter Broadwell, Carmela Alcantara, Nicole Davis,  
Haeyoung Lee, Amanda Bristol, Dante Tipiani, Joo Young Nho  
and Mary Mittelman  

 

xii



 

Identification of COVID-19 Vaccines Concerns in Health-Related French Web 

Forums: A Topic Modelling Approach 174 

Pierre Karapetiantz, Bissan Audeh and Cédric Bousquet  

MDA Framework for FAIR Principles 178 

Zahra Mohammadzadeh, Hamid Reza Saeidnia, Marcin Kozak  
and Ali Ghorbi  

Students’ Satisfaction and e-Learning Courses in Covid-19 Pandemic Era:  

A Case Study 180 

Leila Erfannia, Roxana Sharifian, Azita Yazdani, Aida Sarsarshahi,  
Rezvaneh Rahati and Saeedeh Jahangiri  

Cultural Adaptation and Piloting of iSupport Dementia in Greece 184 

Areti Efthymiou, Nomiki Karpathiou, Eleni Dimakopoulou, Panagiota Zoi,  
Chryssa Karagianni, Michalis Lavdas, Anastasios Mastroyiannakis,  
Eirini Sioti, Ilias Zampetakis and Paraskevi Sakka  

Continuing Education of Nurses in Patient Handovers: Development and  

Evaluation of a Digitally Enabled Problem-Based Learning Course 188 

Nicole Egbert, Birgit Babitsch and Ursula Hübner  

Multilingual Approach to COVID-19 Online Learning Response on  

OpenWHO.org 192 

Heini Utunen, Ngouille Ndiaye, Melissa Attias, Lama Mattar, Anna Tokar  
and Gaya Gamhewage  

Could Linguistic Complexity Be Automatically Evaluated? A Multilingual  

Study on WHO’s Emergency Learning Platform 196 

Giuseppe Samo, Yu Zhao, Maria Teresa Guasti, Heini Utunen, Oliver Stucke  
and Gaya Gamhewage  

User-Based Evaluation of a Data-Driven Medical Education Platform 200 

Dimitrios Zikos and Cassie E. Sprague  

Sharing the IT Educational Experience of Developing 3D Applications for  

Medical Students Training 204 

Stelian Nicola and Lacramioara Stoicu-Tivadar  

Artificial Intelligence in Primary Care: An Overview 208 

Darius Turcian and Vasile Stoicu-Tivadar  

Development and Evaluation of a Bayesian Risk Stratification Method for Major 

Amputations in Patients with Diabetic Foot Ulcers 212 

Jens Hüsers, Guido Hafer, Jan Heggemann, Stefan Wiemeyer,  
Swen Malte John and Ursula Hübner  

Effectively Detecting Left Bundle Branch Block False Defects in Myocardial  

Perfusion Imaging (MPI) with a Convolutional Neural Network (CNN) 216 

Mohamed E. H. Abdi, Qais Naili, Mahdi Habbache, Bilhadj Said,  
Abdelhak Boumenir, Taouba Douibi, Dahlia Djermane  
and Sid-Ahmed Berrani  

 

xiii



 

Usability of Venous Thromboembolism Prophylaxis Recommender System:  

A Pilot Study 220 

Mehrdad Karajizadeh, Farid Zand, Afsaneh Vazin, Roxana Sharifian  
and Najmeh Bayati  

Development of a Clinical Decision Support System for Smart Algorithms in 

Emergency Medicine 224 

Stefan Vogel, Andreas Reiswich, Zully Ritter, Michael Schmucker,  
Angela Fuchs, Kerstin Pischek-Koch, Stefanie Wache, Katrin Esslinger,  
Michael Dietrich, Tibor Kesztyüs, Dagmar Krefting, Martin Haag  
and Sabine Blaschke  

Developing a Data Driven Approach for Early Detection of SIRS in Pediatric  

Intensive Care Using Automatically Labeled Training Data 228 

Marcel Mast, Michael Marschollek, Elise Study Group, Thomas Jack  
and Antje Wulff  

Applying Social Network Analysis to Compare Dementia Caregiving  

Networks on Twitter in Hispanic and Black Communities 232 

Sunmoo Yoon, Carmela Alcantara, Nicole Davis, Peter Broadwell,  
Haeyoung Lee, Amanda Bristol, Dante Tipiani, Joo Young Nho  
and Mary Mittelman  

The Biopsychosocial Actor in the Contexts of Health and Human Services  

Informatics 236 

Jaakko Hakula  

Towards Harmonized Data Quality in the Medical Informatics Initiative –  

Current State and Future Directions 240 

Matthias Löbe, Gaetan Kamdje-Wabo, Adriana Carina Sinza,  
Helmut Spengler, Marcus Strobel and Erik Tute  

The Linkage Between Bone Densitometry and Cardiovascular Disease 244 

Mahmoud A. Refaee, Hamada R.H. Al-Absi, Mohammad Tariqul Islam,  
Mowafa Househ, Zubair Shah, M.Sohel Rahman and Tanvir Alam  

Radiotherapy Information System in Cancer Treatment Improvement: A Case  

Study at the Brazilian National Cancer Institute 248 

Antônio Augusto Gonçalves, Cezar Cheng,  
Sandro Luís Freire de Castro Silva, Emmanuel Tenorio Cavalcante,  
Jose Geraldo Pereira Barbosa and Francisco Santos Sabbadini  

eHealth Literacy Among Health Sciences Students in Greece 252 

Trisevgeni Trantali, Christina Athanasopoulou, Areti Lagiou  
and Evanthia Sakellari  

Trust in E-Health System and Willingness to Share Personal Health Data 256 

Dasa Bosanac and Aleksandra Stevanovic  

Assisting Data Retrieval with a Drug Knowledge Graph 260 

Romain Lelong, Badisse Dahamna, Romain Leguillon, Julien Grosjean,  
Catherine Letord, Stéfan J. Darmoni and Lina F. Soualmia  

xiv



 

Artificial Intelligence Models for Heart Chambers Segmentation from 2D 

Echocardiographic Images: A Scoping Review 264 

Dawoud Al Kindi, Mowafa Househ, Tanvir Alam and Zubair Shah  

Recent Developments in Artificial Intelligence-Based Techniques for Prostate  

Cancer Detection: A Scoping Review 268 

Uzair Shah, Md. Rafuil Biswas, Mahmood Saleh Alzubaidi, Hazrat Ali,  
Tanvir Alam, Mowafa Househ and Zubair Shah  

Findings from a Panel Discussion on Evaluation Methods in Medical Informatics 272 

Felix Holl, Marina Fotteler, Stefan Müller-Mielitz and Walter Swoboda  

The Effect of Short Messaging System-Based Feedback on Physicians’ Head  

CT Scan Ordering Behavior in Neurology and Neurosurgery Departments 276 

Zahra Meidani, Afsaneh Moosavi, Hossein Akbari, Felix Holl, Sahar Zare,  
Ehasn Nabovati, Reza Daneshvar, Ali Masoud, Esmaeel Fakharian  
and Fakhrosadat Mirhosseini  

Evaluative Frameworks and Models for Health Information Systems (HIS)  

and Health Information Technologies (HIT) 280 

Amanda L. Joseph, Eleah Stringer, Elizabeth M. Borycki  
and Andre W. Kushniruk  

CARE REGIO – Digital Transformation and Technology in Nursing Care 286 

Dominik Fuchs, Ann-Kathrin Waibel, Maximilian Karthan,  
Nadine Seifert, Michael Örtl, Sabrina Bethge, Gina Fischer,  
Luca Waschbüsch, Steffen Netzband, Frank Kramer, Andreas Mahler,  
Alexandra Teynor, Dominik Merli, Elisabeth Veronica Mess,  
Jennifer Öttinger, Stefanie Schmid, Amelie Scheu, Walter Swoboda  
and Petra Friedrich  

Description of a Digital Health Platform for Emotional and Self-Management  

Support of Caregivers of Children Receiving Growth Hormone Treatment 290 

Francisco José Núñez-Benjumea, Antonio De Arriba Muñoz,  
Marta Vara Callau and Luis Fernandez-Luque  

Clinical Notes De-Identification: Scoping Recent Benchmarks for n2c2 Datasets 293 

Taridzo Chomutare  

Predicting Hospital Admission for Emergency Department Patients: A Machine 

Learning Approach 297 

Georgios Feretzakis, Aikaterini Sakagianni, Evangelos Loupelis,  
Georgios Karlis, Dimitris Kalles, Lazaros Tzelves, Rea Chatzikyriakou,  
Nikolaos Trakas, Stavroula Petropoulou, Aikaterini Tika, Zoi Rakopoulou,  
Ilias Dalainas and Vasileios Kaldis  

Automatic Classification of Diabetic Foot Ulcer Images – A Transfer-Learning 

Approach to Detect Wound Maceration 301 

Jens Hüsers, Guido Hafer, Jan Heggemann, Stefan Wiemeyer,  
Mareike Przysucha, Joachim Dissemond, Maurice Moelleken,  
Cornelia Erfurt-Berge and Ursula Hübner  

 

xv



 

Effects of Computer-Aided Decision Support Systems on Appropriate Antibiotic 

Prescribing by Medical Interns: A Quasi-Experimental Study 305 

Fatemeh Rangraz Jeddi, Mansooreh Momen-Heravi, Ehsan Nabovati,  
Felix Holl, Hossein Akbari and Razieh Farrahi  

Remote AI Supported E-Multidisciplinary Oncology Conference in Breast  

Cancer as a Technology and Method to Optimize Outcomes in the Peripheries 309 

Constantinos S. Mammas, Adamantia S. Mamma, George Papaxoinis  
and Irene Georgiou  

E-Multidisciplinary Oncology Conference for Liver Cancer as a Technology and 

Method to Optimize Personalization and Outcomes in the Peripheries 313 

Constantinos S. Mammas and Adamantia S. Mamma  

Use of Artificial Intelligence for Predicting COVID-19 Outcomes: A Scoping  

Review 317 

Jinyan Lyu, Wanting Cui and Joseph Finkelstein  

A Conceptual Framework to Predict Mental Health Patients’ Zoning  

Classification 321 

Sanjib Raj Pandey, Alan Smith, Edmund Nigel Gall, Ajay Bhatnagar  
and Thierry Chaussalet  

Stroke Units Necessity for Patients, Web-Based “SUN4P” Registry: Descriptive 

Characteristics of the Population 325 

Georgios Mavraganis, Eleni Korompoki, Evangelos Tsampalas,  
Dafni Garefou, Helen Alexopoulou, Maria Lypiridou,  
Ioannis Kalliontzakis, Anastasia Fragkoulaki, Aspasia Kouridaki,  
Argyro Tountopoulou, Ioanna Kouzi, Sofia Vassilopoulou,  
Efstathia Karagkiozi, Anna-Maria Louka, Efstathios Manios,  
Anastasia Vemmou, Christos Savopoulos, Gregorios Dimas,  
Athina Myrou, Haralampos Milionis, Georgios Siopis,  
Hara Evaggelou, Athanasios Protogerou, Stamatina Samara,  
Asteria Karapiperi, Nikolaos Kakaletsis, Iliana Karagkouni,  
Olympia Konstantakopoulou, Petros Galanis, Daphne Kaitelidou,  
Stefanos Papastefanatos, Kostas Vemmos, George Ntaios  
and Olga Siskou  

Machine Learning, Clinical Notes and Knowledge Graphs for Early Prediction of 

Acute Kidney Injury in the Intensive Care 329 

Iacopo Vagliano, Wei-Hsiang Hsu and Martijn C. Schut  

Contribution of Artificial Intelligence in Pregnancy: A Scoping Review 333 

Israa Abuelezz, Asma Hassan, Bassam Ali Jaber, Mohamad Sharique,  
Alaa Abd-Alrazaq, Mowafa Househ, Tanvir Alam and Zubair Shah  

Introducing Gamification in eHealth Platforms for Promoting Wellbeing 337 

Antonios Pardos, Andreas Menychtas and Ilias Maglogiannis  

Use of Scratch as ICT Educational Tool in Health 341 

Theodora Argyri, Emmanouil Zoulias, Joseph Liaskos and John Mantas  

 

xvi



 

The Journey of Clinical Registries Through Various Phases of the Digital Age:  

A Technical Perspective 345 

Mansoor Ali Baig, Mohammad Shouki Bazarbashi, Haifa AlDakhil  
and Saniyah M. Baig  

Patient’s Unique Identifier for Efficient and Secure Monitoring of Pregnant  

Women in Burkina Faso 349 

Seydou Golo Barro, Adrien Ugon, Nadège R. Nana and Pascal Staccini  

The Implementation of a Mobile APP for Cancer Care Management at  

the Brazilian National Cancer Institute 353 

Emmanuel Tenorio Cavalcante Pires, Cezar Cheng,  
Sandro Luís Freire de Castro Silva, Sandra Regina Gois,  
Francisco Santos Sabbadini and Antônio Augusto Gonçalves  

A Self-Management App for Patients with Schizophrenia: A Pilot Study 357 

Buket Cinemre, Mahmut Gulerce and Kemal Hakan Gulkesen  

The Use of Robotics in Dementia Care: An Ethical Perspective 362 

Evangeline Wagner and Elizabeth M. Borycki  

Development of Algorithms for Automated Timed Up-and-Go Test Subtask  

and Step Frequency Analysis 367 

Ane Diz Felipe, Andreas Ziegl, Dieter Hayn and Günter Schreier  

Digital Health Platform for Emotional and Self-Management Support of  

Caregivers of Children Receiving Growth Hormone Treatment 371 

Gabriel Signorelli, Francisco José Núñez-Benjumea,  
Antonio De Arriba Muñoz, Marta Vara Callau,  
Maitena Pierantonelli, Alba Jiménez- Díaz  
and Luis Fernandez-Luque  

Evaluation of Meditation Apps Available on Google Play and Apple Store:  

An App Review 376 

Raghad Muhiyaddin, Alaa Abd-Alrazaq, Zubair Shah, Tanvir Alam  
and Mowafa Househ  

Features of Meditation Apps: A Scoping Review 380 

Raghad Muhiyaddin, Alaa Abd-Alrazaq, Mohannad Alajlani, Zubair Shah,  
Tanvir Alam and Mowafa Househ  

A Multilingual Browser Platform for Medical Subject Headings 384 

Raphael Scheible, Philip Strecker, Suhail Yazijy, Fabian Thomczyk,  
Ruslan Talpa, Andrea Puhl and Martin Boeker  

Data Privacy, Regulations and Legal Issues on COVID-19 Tracking Apps:  

A Scoping Review 388 

Utoomporn Wongsin, Arnat Wannasri, Usman Iqbal and Tuo-Yu Chen  

 

 

 

xvii



 

Assessing Staff’s and Stroke Patients’ Experiences in 8 Hospitals in Greece:  

Results from a Prospective Multi-Center Study (“SUN4Patients”) 392 

Petros Galanis, Olympia Konstantakopoulou, Iliana Karagkouni,  
Paris Gallos, Evangelos Tsampalas, Maria Lypiridou,  
Anastasia Gamvroula, Georgios Mavraganis, Efstathios Manios,  
George Ntaios, Efstathia Karagkiozi, Haralampos Milionis,  
Chara Evangelou, Argyro Tountopoulou, Ioanna Kouzi,  
Sofia Vassilopoulou, Athanasios Protogerou, Stamatina Samara,  
Asteria Karapiperi, Christos Savopoulos, Apostolos I. Hatzitolios,  
Athina Myrou, Ioannis Kalliontzakis, Aspasia Kouridaki,  
Stefanos Papastefanatos, George Papastefanatos, Kostas Vemmos,  
Panayiota Sourtzi, Thalia Bellali, Eleni Korompoki, Daphne Kaitelidou  
and Olga Siskou  

Quantifying Heterogeneity in Tumors: Proposing a New Method Utilizing 

Convolutional Neuronal Networks 397 

Georg Prokop, Michael Örtl, Marina Fotteler, Peter Schüffler,  
Johannes Schobel, Walter Swoboda, Jürgen Schlegel  
and Friederike Liesche-Starnecker  

The Need for Data Contextualization in Urban-Water Systems in Terms of 

Environmental and Behavioural Health 401 

Panagiotis Katrakazas, Theodora Kallipolitou and Ilias Spais  

Usability Inspection of a Mobile Cancer Telerehabilitation System 405 

Joseph Finkelstein, Xingyue Huo, Irena Parvanova  
and Matthew Galsky  

Using Automated Text Processing to Assess the Patient Experience of an  

On-Demand Tele-Urgent Care 410 

Saif Khairat, Xinyi Zhang, Makena Boyd, Barbara Edson  
and Robert Gianforcaro  

Inference Control in a Diabetes Data Set Using a Java-Based Prototype of LDH 

Algorithm 414 

Georgios Feretzakis, Konstantinos Mitropoulos, Dimitris Kalles  
and Vassilios S. Verykios  

Admission and Discharge Following Ambulance Transport to the Emergency 

Department 418 

Aikaterini Sakagianni, Georgios Feretzakis, Georgios Karlis,  
Evangelos Loupelis, Lazaros Tzelves, Rea Chatzikyriakou,  
Nikolaos Trakas, Eugenia Karakou, Stavroula Petropoulou,  
Aikaterini Tika, Zoi Rakopoulou, Ilias Dalainas and Vasileios Kaldis  

Cory COVID-Bot: An Evidence-Based Behavior Change Chatbot for  

COVID-19 422 

Simon T. Van Baal, Suong Le, Farhad Fatehi, Jakob Hohwy  
and Antonio Verdejo-Garcia  

 

 

xviii



 

Geographic Information System-Based Mobile Application Design for Health  

Care in Older Persons in Rural Community by Village Health Volunteers 426 

Kukiat Tudpor, Adisorn Wongkongdech, Ranee Wongkongdech,  
Thanyarat Chaiyakarm, Worawit Jitsukka, Kemika Sombateyotha,  
Songkramchai Leethongdeesakul, Narongsakdi Kuboonya-Aragsa,  
Chalard Chantarsombat, Krissanachai Kimchai, Nutchanun Kamonroek  
and Niruwan Turnbull  

Exploring the Influence of Users’ Characteristics in Continuance Intention to  

Use Electronic Medical Records (EMR): Extending the Expectation  

Confirmation Model (ECM) 430 

Zahra Meidani, Hashem Mohammadian, Fatemeh Mobaraki,  
Walter Swoboda, Gholam Abbass Moosavi and Sahar Zare  

A Resilience Model for Moderating Outcomes Related to Electronic Medical  

Record Downtime 434 

Joseph M. Walsh and Elizabeth M. Borycki  

Inpatient Cost of Stroke Care in Greece: Preliminary Results of the Web-Based 

“SUN4P” Registry 439 

Olga Siskou, Petros Galanis, Olympia Konstantakopoulou,  
Iliana Karagkouni, Evangelos Tsampalas, Dafni Garefou,  
Helen Alexopoulou, Anastasia Gamvroula, Ioannis Kalliontzakis,  
Anastasia Fragkoulaki, Aspasia Kouridaki, Argyro Tountopoulou,  
Ioanna Kouzi, Sofia Vassilopoulou, Efstathios Manios,  
Georgios Mavraganis, George Ntaios, Efstathia Karagkiozi,  
Anna Maria Louka, Christos Savopoulos, Gregorios Dimas,  
Athina Myrou, Haralampos Milionis, Georgios Siopis,  
Hara Evaggelou, Athanasios Protogerou, Stamatina Samara,  
Asteria Karapiperi, Nikolaos Kakaletsis, Paris Gallos,  
Stefanos Papastefanatos, Panayota Sourtzi,  
Kostas Vemmos, Eleni Korompoki and Daphne Kaitelidou  

Embedding Risk-Based Anonymization into Data Access Control for Providing 

Individual-Level Health Data in a Secure Way 443 

Murat Sariyar and Jürgen Holm  

A Safety Maturity Model for Technology-Induced Errors 447 

Elizabeth M. Borycki and Andre W. Kushniruk  

The Wellness Center in Public Hospitals in Thailand: A Qualitative Assessment  

Using RE-AIM Model 452 

Utoomporn Wongsin, Arnat Wannasri, Kwanpracha Chiangchaisakulthai  
and Tuo-Yu Chen  

The Contribution of Informatics to Overcoming the Covid-19 Fake News  

Outbreak by Learning to Navigate the Infodemic 456 

Marianna Isaakidou and Marianna Diomidous  

 

 

 

xix



 

A GDPR-Compliant Partner Notification Service 460 

Christine Kakalou, Eleftheria Polychronidou, Vicky Drosou,  
Vlasios K. Dimitriadis, Thomas Dermaris, Rafael Kordonias,  
Aris Papaprodromou, Triantafillos Tsirelis, Christos Maramis,  
Konstantinos Votis, Dimitrios Tzovaras, Domenico Savarino,  
Manuel Maffeo, Nedim Jasic, Tatjana Nemeth-Blažić,  
Zoran Dominković, Dubravko Pogledić, Iva Jovovic,  
Agne Simkunaite-Zazecke, Loreta Stoniene, Antonella Sammut,  
Lella Cosmaro and Pantelis Natsiavas  

Quantifying Citizens’ Well-Being in Areas with Natural Based Solutions  

Using Mobile Computing 465 

Parisis Gallos, Andreas Menychtas, Christos Panagopoulos,  
Manthos Bimpas and Ilias Maglogiannis  

Perform the Regulatory Process: A National Approach for Evaluation of  

the Pre-Hospital Emergency Information System in I.R. Iran 469 

Somayeh Abedian, Pirhossein Kolivand and Hamid Reza Lornejad  

Pitfalls of Social Media in the Era of COVID-19 Pandemics 473 

Abdullah Alanazi, Hanan Aldosari and Bakheet Aldosari  

The Impact of Virtual Reality in Enhancing the Quality of Life of Pediatric  

Oncology Patients 477 

Abdullah Alanazi, Faisal Ashour, Hanan Aldosari and Bakheet Aldosari  

Electronic Health Records and Physician Burnout: A Scoping Review 481 

Raghad Muhiyaddin, Asma Elfadl, Ebtehag Mohamed, Zubair Shah,  
Tanvir Alam, Alaa Abd-Alrazaq and Mowafa Househ  

openEHR-to-FHIR: Converting openEHR Compositions to Fast Healthcare 

Interoperability Resources (FHIR) for the German Corona Consensus Dataset 

(GECCO)  485 

Nektarios Ladas, Stefan Franz, Birger Haarbrandt, Kim Katrin Sommer,  
Severin Kohler, Sarah Ballout, Johanna Fiebeck, Michael Marschollek  
and Matthias Gietzelt  

Healthcare Professionals’ Perceptions of Adoption of EHRs in Primary Care in  

Saudi Arabia 487 

Bander Dowahi Alanazi and Bella Naptsok  

Combining Machine Learning and Network Analysis Pipelines: The Case of 

Microbiome and Metabolomics Data in Colorectal Cancer 489 

Eleni Ntzioni and Ioanna Chouvarda  

Digital Entrepreneurial Nest: Supporting Digitization of Healthcare at National  

Level in Montenegro 491 

Milovan Roganović, Ivana Ognjanović, Ramo Šendelj, Christoph Reich,  
Laszlo Bokor, John Mantas, Martina Golob, Nataša Šimšić, Irena Orović,  
Tanja Radusinović, Jevto Eraković and Nataša Žugić  

 

xx



 

Co-Designing Smartphone Notifications According to the Clinical Routine of  

Cancer Patients 494 

Panos Bonotis, Fatima Schera, Christina Karamanidou, Lydia Scarfo,  
Charalambos Pontikoglou and Christos Maramis  

Range-Measurement Sensor to Improve the Authentication Workflow for  

Users of a Hospital Information System: A Proof-of-Concept Study 496 

Kei Teramoto, Shigeki Kuwata, Masashi Hamamoto and Hiroshi Kondoh  

Application Using Standard Communication Between Medical Facilities 498 

Mihaela Crisan-Vida, Iulia Golea, Răzvan Bogdan  
and Lăcrămioara Stoicu-Tivadar  

Scientific Model Application “Smart Personalized Telecare Approach in Primary 

Healthcare” 500 

Danae Alexandri and Maria Tsirintani  

Accreditation on Biomedical and Health Informatics in Europe: Guidelines and 

Procedures 502 

Emmanouil Zoulias and John Mantas  

Subject Index 505 

Author Index 511 

xxi



This page intentionally left blank



1 Corresponding Author, Sunmoo Yoon, General Medicine, Department of Medicine, Columbia University 

Irving Medical Center, 630W 168 Street, PH105, New York, NY, 10032, USA; E-mail: 
sy2102@cumc.columbia.edu 

Using Artificial Intelligence to Develop a 
Lexicon-Based African American Tweet 
Detection Algorithm to Inform Culturally 
Sensitive Twitter-Based Social Support 

Interventions for African American 
Dementia Caregivers 

Peter BROADWELLa, Nicole DAVISb and Sunmoo YOONc,1 
a Center for Interdisciplinary Digital Research, Stanford University, USA 

b School of Nursing, Clemson University, USA 

c General Medicine, Department of Medicine, Columbia University, USA 

Abstract. We extracted 3,291,101 Tweets using hashtags associated with African 
American-related discourse (#BlackTwitter, #BlackLivesMatter, #StayWoke) and 

1,382,441 Tweets from a control set (general or no hashtags) from September 1, 

2019 to December 31, 2019 using the Twitter API. We also extracted a literary 
historical corpus of 14,692 poems and prose writings by African American authors 

and 66,083 items authored by others as a control, including poems, plays, short 

stories, novels and essays, using a cloud-based machine learning platform (Amazon 
SageMaker) via ProQuest TDM Studio. Lastly, we combined statistics from log 

likelihood and Fisher’s exact tests as well as feature analysis of a batch-trained 

Naive Bayes classifier to select lexicons of terms most strongly associated with the 
target or control texts. The resulting Tweet-derived African American lexicon 

contains 1,734 unigrams, while the control contains 2,266 unigrams. This initial 

version of a lexicon-based African American Tweet detection algorithm developed 
using Tweet texts will be useful to inform culturally sensitive Twitter-based social 

support interventions for African American dementia caregivers. 

Keywords. unigram, lexicon, social media, caregiver, disparity, dementia 

1. Introduction 

The prevalence of dementia is disproportionately higher among African Americans than 

Whites in the United States, and family caregivers of persons with dementia suffer 

significant physical and psychological symptoms due to caregiving burdens and stress. 

According to a systematic review, aspects of caregiving and as well as the caregiver’s 

quality of life have been found to vary with the race and ethnicity of the family caregivers 

of persons with dementia; these differences manifest at the intrapersonal, interpersonal 

and environment levels. In particular, evidence from a large psychosocial intervention 

trial indicated that African American family caregivers received no measurable benefit 

from the intervention (null results), while Hispanic/Latino and white caregivers showed 
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positive responses to the intervention [1]. Twitter has the potential to be a platform for 

providing culturally sensitive social support interventions among African American 

family caregivers of dementia; this was especially true during the Covid-19 pandemic, 

as the role of online technology and networking became critical to facilitate the exchange 

of knowledge and to alleviate loneliness among caregivers. Yet, racial and ethnic 

demographic information about Twitter users is largely unavailable. Although deep 

learning and other statistical techniques have been widely applied to infer demographic 

information on Twitter, those demographic detection algorithms tend to be unavailable 

to open science communities and/or require access to account details that would 

compromise individuals’ privacy [2]. The purpose of this study is to develop a lexicon-

based African American Tweet detection algorithm to inform culturally sensitive 

Twitter-based social support interventions for African American dementia caregivers. 

2. Methods 

In order to gain a broad perspective on African American-related discourse that would 

guide the development of a social media search lexicon, we collected texts from two data 

sources: historical literature authored by African American writers (e.g., poems, plays, 

novels) provided a source of “old” terms, while recent Tweets captured “new” terms 

(Figure 1). For the literature corpora, an American history librarian at Columbia 

University first identified databases and collections authored by African Americans; the 

titles of these collections included African-American Studies, Black Short Fiction and 

Folklore, Black Women Writers, Black Drama, Black Thought and Culture, The Black 

Panther Newspaper and Black Music. From those collections, we extracted 14,692 

poems and prose writings by African American authors using a cloud-based machine 

learning platform (Amazon SageMaker) provided via ProQuest Text and Data Mining 

(TDM) Studio from March 15, 2019 to December 31, 2019 with the help of the project 

director at TDM Studio. We used this same platform to collect a larger “control” corpus 

of 66,083 writings by authors from other ethnicities, including poems, plays, short stories, 

novels and essays. Due to copyright regulations in the United States, most of the 

materials in both sets were written prior to the mid-20th century. 

For the Tweet corpora, we first extracted 3,291,101 Tweets using top hashtags 

associated with African American-related discourse (#BlackTwitter, #BlackLivesMatter, 

#StayWoke). We also collected 1,382,441 Tweets as a control set (these were Tweets 

without the above hashtags; they could contain other hashtags or none at all) from 

September 1, 2019 to December 31, 2019, using the Twitter application programming 

interface (API). As a first step of corpus processing, we removed redundant messages 

(retweets) and applied a bot detection algorithm to exclude irrelevant Tweets which were 

automatically generated by non-human accounts. A total of 803,495 Tweets (24.41%) 

associated with African American-related discourse and 369,348 Tweets (26.71%) in the 

control group were identified as unique and non-bot generated Tweets [3]. Lastly, we 

combined statistics from log likelihood and Fisher’s exact tests as well as feature analysis 

of a batch-trained Naive Bayes (NB) classifier to select lexicons of terms most strongly 

associated with the target or control Tweets. We used 10-fold cross validation to evaluate 

the consistency and accuracy of the NB classifiers. Resources including de-identified 

data, videos on how to extract data, and the corpus processing and analytical code are 

available at https://osf.io/qruf3/. The larger study was approved by the Institutional 

Review Board (IRB). 
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Figure 1. Quantities of texts used to create an African American lexicon and African American discourse-

associated Tweet detection algorithm after applying a Twitter-bot detection process 

3. Results 

The “historical” African American literary-derived lexicon contains 1,643 unigrams  

(Table 1), while the Twitter-derived African American lexicon contains 1,734 unigrams 

and the control contains 2,266 unigrams. From 10-fold cross validation evaluation, the 

F-measure of the performance of the literary lexicon-based NB African American 

detection classifier was noted as 0.91 (area under the receiver operating characteristic 

curve: 0.97). 

Table 1. Statistics of log likelihood, Fisher’s exact tests, and feature analysis of a batch-trained Naive Bayes 

classifier on sample terms in African American lexicon (*p-value =0.00) 

term aa_freq all_freq log_ratio fisher_ratio bayes_nll doc_freq log_inv_freq 
black 28873 52819 1.85* 2.89* -6.22 29880 1.71 

white 22301 51368 1.47* 1.84* -6.5 31968 1.64 

old 20267 63743 1.08* 1.12* -6.69 40211 1.41 

woman 18606 40940 1.54* 2* -6.59 24799 1.9 

hair 7693 23581 1.11* 1.16* -7.37 18011 2.22 

hell 3786 10955 1.17* 1.26* -7.88 8891 2.92 

hurt 2756 7413 1.26* 1.42* -8.11 6175 3.29 

Jesus 1687 4298 1.33* 1.55* -8.45 2973 4.02 

Harlem 1586 1778 3.03* 19.77* -8.33 1116 5 

hoped 1140 2658 1.46* 1.8* -8.8 2517 4.18 

cops 796 1840 1.47* 1.82* -9.04 1284 4.86 

afro 656 757 2.94* 15.54* -9.1 566 5.68 

aa: African American; freq: frequency; nll: negative log likelihood; inv_freq: inverse document frequency 

4. Discussion and Conclusiond 

Although our lexicon-based classifiers for the historical literary corpus and the recent 

Tweet corpus were quite similar in their effectiveness at classifying held-out samples of 

pre-1950s literature and Tweets from 2019, respectively, each was less successful when 

applied to the other corpus, or when the training sources were combined to produce a 

unified classifier. This argues against the usefulness of historical texts for the 

classification of modern social media, at least with the methods employed in this study. 

We also found that a lexicon composed of unigrams was more accurate in 

differentiating texts from held-out test samples of the two groups than lexicons composed 

of n-grams of various lengths. This result contrasts with recent studies reporting superior 

sentiment classification performance from n-gram based approaches [4]. Our finding is 
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likely due to the binary nature of the classification task and to the relatively terse nature 

of Tweets. In addition, although two domain experts in our team reviewed the final 

lexicon, further cleaning of an n-gram lexicon by multiple experts to retain culturally 

meaningful phrases (e.g., “family caregiver” as bi-gram) while removing irrelevant n-

grams (e.g., “look at”), may improve its performance. Ongoing experiments involving 

classifiers using more sophisticated language models, specifically Bidirectional Encoder 

Representations from Transformers (BERT), have a strong likelihood of significantly 

altering the findings above. 

This study developed a lexicon-based classifier to identify Tweets authored by 

African Americans to inform culturally sensitive Twitter-based intervention design for 

family caregivers of persons with dementia. As mentioned earlier, African Americans as 

a group experience disproportionately high rates of dementia. Relevant research 

literature urges the development of culturally sensitive educational interventions that 

carefully incorporate cultural traditions into family-oriented care strategies to deal with 

caregiving issues among African American caregivers, such as navigating not knowing 

the true wishes of a dementia patient. Furthermore, the Covid-19 pandemic has 

highlighted the role of social media in the propagation of health-related information. 

Nevertheless, the most effective content and framing strategies for culturally sensitive 

interventions using social media remain unclear. Identifying existing African American 

communities and discourse patterns on social media platforms like Twitter is the first 

basic step towards understanding a community and culture necessary to develop 

culturally sensitive interventions (e.g., terms, norms, culturally sensitive expressions, 

and topics). As a limitation, it is important to consider the ethical issues regarding the 

use of Twitter data in mental health surveillance [5]. Researchers must be aware of the 

unresolved distrust towards scientists and health professionals among African Americans 

in the U.S. due to historical factors. The Tuskegee experiment is perhaps the most 

infamous when evaluating the benefits and risks inherent to social media-based health 

research among African Americans. With these concerns in mind, we believe that our 

first version of a lexicon-based African American Tweet detection algorithm developed 

using literature and Tweet texts can be used both effectively and ethically to inform 

culturally sensitive Twitter-based social support interventions for African American 

dementia caregivers and future studies are needed to refine this algorithm. 
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Abstract. Our study aimed to compare the capability of different word embeddings 

to capture the semantic similarity of clinical concepts related to complications in 

neurosurgery at the level of medical experts. Eighty-four sets of word embeddings 
(based on Word2vec, GloVe, FastText, PMI, and BERT algorithms) were 

benchmarked in a clustering task. FastText model showed the best close to the 

medical expertise capability to group medical terms by their meaning (adjusted 
Rand index = 0.682). Word embedding models can accurately reflect clinical 

concepts' semantic and linguistic similarities, promising their robust usage in 

medical domain-specific NLP tasks.

Keywords. Neurosurgery, complications, NLP, word embeddings, clustering

1. Introduction

Word embeddings enable capturing useful semantic properties and linguistic 

relationships between words which might be important for information extraction, 

classification, and more complex natural language processing (NLP) tasks. In our 

opinion, word embeddings might help study distinct clinical concepts and discover 

relationships between them as soon as the underlying models accurately reflect clinical 

semantics. Thus, it seems reasonable to test this capability of word embeddings in 

modeling the known relationships between clinical concepts well-recognized by medical 

experts.

The specific domain we focused on was complications in neurosurgery. There are 

well-known types of complications accepted by many experts. However, the wide 

spectrum has not been described and agreed upon between neurosurgeons. Furthermore,

the formal definitions of complications in neurosurgery are vague. Therefore, we 

hypothesized that word embeddings learned from narrative clinical notes can contribute 

to understanding the spectrum of complications in neurosurgery and a more rigorous 

definition of this concept. Our study aimed to compare the capability of different word 
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embeddings to capture the semantic similarity of clinical concepts related to 

complications in neurosurgery at the level of medical experts.

2. Methods

To accomplish the research task, all unstructured textual data potentially containing the 

information on complications in neurosurgery were obtained from the electronic health 

records (EHR) of the National Medical Research Center of Neurosurgery named after 

academician N.N. Burdenko (Moscow, Russia) for the period between 2000 and 2017.

The source documents reflected the initial assessment, past medical history, history of 

present illness, laboratory tests, physical and neurological examination, studies, 

medication, operative reports, daily notes, discharge summaries, etc. All the texts were 

typed in by doctors and other medical personnel on a keyboard. The corpus was 

preprocessed as follows: all the characters except for Cyrillic symbols and single spaces 

removed; texts tokenized with a space separator; stop-words, meaningless tokens (single 

letters, artifacts, etc.) and words occurred less than 6 times in the corpus eliminated;

spelling corrected with the method we proposed in our previous work and tokens 

lemmatized (1). A medical expert then screened the resulted vocabulary of unique 

lemmas to select maximum terms potentially related to any adverse events (with broad 

inclusion criteria to capture diseases, symptoms, syndromes, accidents, medical errors, 

etc.).

All the words in the initial corpus were substituted by their lemmas to train word 

embeddings with Word2vec, GloVe, FastText, and pointwise mutual information (PMI) 

algorithms (2–5). When appropriate, we varied model type (CBOW/skip-gram), context

window size (5-20), vector size (50-300), and the number of iterations over data across 

the models. The unprocessed clinical corpus was used to train RoBERTa (Robustly 

Optimized BERT Pretraining Approach) masked language model (6). It was trained 

during 5-10 epochs using base architecture. Different aggregated techniques were 

applied to get word embeddings of the vocabulary: mean average and maximum 

calculation of representations from the encoder-layers. The intersection of all sets of 

nouns showing positive cosine similarity with the word "complication" in every vector 

space obtained was further screened and labeled (when possible) by the type of clinical 

entity (symptom, syndrome, disease), body system, organ involved and ICD10 code for 

each term. A fully labeled subset of nouns was grouped by 4 aforementioned features to 

shape benchmark clusters. A k-means clustering algorithm was then applied to cluster 

each set of word embeddings with k equal to the number of benchmark clusters. Finally, 

we judged the clustering quality comparing to benchmark clusters using an adjusted 

Rand index.

The data were processed, and most word embeddings were learned within the R 

programming environment (version 4.0.3) in RStudio Server IDE (version 1.3.1093) 

using tidyverse, tidytext, dplyr, Matrix, text2vec, word2vec, widyr, irlba, SnowballC, 
furrr and fossil packages. FastText and RoBERTa vector representations were obtained 

with Python programming language (version 3.6.10) in Jupyter Notebook (version 6.1.4)

using fasttext and HuggingFace tokenizers and transformers libraries.
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3. Results

To create a clinical corpus, 588 text fields from 78 tables of the EHR database were 

identified. The corpus was compiled of 13 060 326 narrative text records containing data 

for 90 688 complete cases of neurosurgical treatment. Text preprocessing and 

tokenization produced 229 019 413 raw word tokens ending up with 40 121 unique 

lemmas. Of these, the expert selected 5 853 terms, potentially relevant for the concepts

of complications/adverse events. A total of 84 vector spaces with different word 

embedding engines and varying learning parameters were obtained in the study. After 

finding the intersection of all sets of nouns showing a positive cosine similarity to the 

word "complication" in every vector space, it was possible to completely label 258 

words, which were grouped into 40 benchmark clusters by 4 features (see the "Methods" 

section). The results of vector clustering with the k-means algorithm in benchmarking 

are shown selectively for 10 types of word embeddings in Table 1.

Table 1. Benchmarking of word embeddings clustering assessed with ARI. CBOW – continuous bag of words, 

SG – skip-gram, NI – number of iterations, ARI – adjusted Rand index.

Model CBOW/SG Window size Vector size NI ARI
1 FastText skipgram 10 100 - 0.682

2 FastText cbow 5 200 - 0.677

3 RoBERTa - - - - 0.330

4 GloVe - 10 100 20 0.157

5 GloVe - 10 300 20 0.116

6 PMI - 10 100 - 0.081
7 Word2vec cbow 10 300 10 0.013

8 Word2vec skipgram 10 300 10 0.013

9 Word2vec cbow 10 100 10 0.005

10 Word2vec skipgram 10 100 10 0.005

Figure 1 shows a word cloud of medical terms semantically similar to the word 

“complication” in a high dimensional space produced by the best FastText model in our 

experiment (ARI = 0.682) and projected in 3-dimensional space by the t-SNE algorithm 

(perplexity = 8, learning rate = 10) with TensorBoard Embedding Projector. All the terms 

in Russian were automatically translated with the https://translate.yandex.ru/ service for 

international presentation purposes. Some of the terms containing misspellings were 

transliterated. The best word embedding approach demonstrates a reasonable spatial 

distribution of the related concepts that occur in the context of the "complication" term.

                            Figure 1. Word clusters of complications in neurosurgery derived from high dimensional FastText word 

embeddings and represented in 3 dimensions by the t-SNE algorithm with TensorBoard Embedding Projector 

(http://projector.tensorflow.org/). For example, word clusters for intracranial inflammatory complications are 

scaled right, and thromboembolism is shown left.
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4. Discussion

In our study, models leveraging sub-word information from morphologically rich 

Russian language performed better compared to those treating words as atomic units.

Interestingly, the BERT-based model demonstrated worse results than FastText in our 

domain-specific task, possibly due to the isolation of words from their contexts. Source 

words misspellings, expert-dependent benchmark cluster labeling, and a fixed set of 

models might be the limitations of our study. Generally, our results support those of the 

authors from other medical domains (7). Y. Wang et al. (2018) showed that word 

embeddings trained from EHR and medical literature can capture the semantics of 

medical terms better, and find semantically relevant medical terms closer to human 

experts’ judgments than those trained from general domain data (8). The authors also 

importantly concluded that no global ranking of word embeddings for all biomedical 

NLP applications exists (8).

5. Conclusion

Word embedding models can accurately reflect clinical concepts' semantic and linguistic 

similarities, promising their robust usage in medical domain-specific NLP tasks. This 
project was supported by the RFBR grants 18-29-01052 (data preprocessing) and 18-
29-22085 (adverse events clustering).
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Abstract. Tremendous changes have been witnessed in the post-COVID-19 world. 
Global efforts were initiated to reach a successful treatment for this emerging 

disease. These efforts have focused on developing vaccinations and/or finding 

therapeutic agents that can be used to combat the virus or reduce its accompanying 
symptoms. Gulf Cooperation Council (GCC) countries have initiated efforts on 

many clinical trials to address the efficacy and the safety of several therapeutic 

agents used for COVID-19 treatment. In this article, we provide an overview of the 
GCC’s clinical trials and associated drugs’ discovery process in the pursuit of an 

effective medication for COVID-19. 

Keywords. Coronavirus, COVID-19, Drug, GCC, Qatar. 

1. Introduction 

The fast and widespread COVID-19 pandemic compelled the medical society to use all 

resources to combat the virus as quickly as possible. One approach was to use certain 

medications already related to inhibiting virus replications, human cell invasions, or 

preventing inflammatory reactions that can lead to further deterioration or failure in 

numerous body organs [1]. In this article, we investigated the clinical trials that are 

currently under different phases of completion in the Gulf Cooperation Council (GCC) 

countries, which include Qatar, Kuwait, Oman, Saudi Arabia, UAE and Bahrain. 

2. Methods 

Detailed information on the clinical trials aimed towards finding therapeutic solutions 

for COVID-19 was collected from https://clinicaltrials.gov/ct2/covid_view (download 

date: May 07, 2021). Each clinical trial was then analyzed to understand the medications 

under investigation in the GCC countries. 
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3. Results and Discussions 

In total, we found 27 clinical trials currently underway in GCC countries. Among them, 

12, 8, and 5 clinical trials are being conducted in Saudi Arabia (KSA), Qatar, and Kuwait, 

respectively. Only one trial each was enrolled from the UAE and Bahrain. The 

medications investigated mainly fall into antiviral, anti-inflammatory, and anti-

coagulator categories. We also note additional drugs that have been repurposed as they 

exhibited some anti-viral, immune-modulating, or other effects. We also summarize the 

drugs in Table 1 and provide a brief of ongoing trials in GCC countries. 

Table 1. List of drugs that are under clinical trials in GCC countries 

Drug Family Drug name Clinical Trials 
Anti-viral 

(Direct) 

Favipiravir, Remdesivir, Darunavir/ 

Lopinavir 

NCT04387760, NCT04529499, 

NCT04464408, NCT04302766, 
NCT04425382 

Anti-viral 

(Repurposed) 

Hydroxychloroquine, Artemisinin/ 

Artesunate, ACE Inhibitors and Angiotensin 
II Receptor Blockers 

NCT04437693, NCT04349592, 

NCT04394442, NCT04387240, 
NCT04357535 

Anti-

inflammatory 

Pioglitazone, Anakinra, Zafirlukast, 

Tocilizumab/Siltuximab, Omega 3 Oil 

NCT04604223, NCT04643678, 

NCT04486521, NCT04553705, 
NCT04836052 

Anti-coagulant Bivalirudin NCT04445935 

Miscellaneous Iloprost, Oestrogen, Alpha One Antitrypsin, 
Colchicine, Interferon-Beta, Aspirin, 

Rivaroxaban 

NCT04445246, NCT04853069, 
NCT04385836, NCT04324463, 

NCT04468139 

3.1 Antiviral Drugs 

Favipiravir: This antiviral is being used to treat unresponsive or re-emerging viral 

influenza strains in contrast to conventional anti-viral treatment [2]. Favipiravir 

(Avigan® as a trade name) is currently the subject of 2 clinical trials being conducted in 

Kuwait and KSA (NCT04529499 and NCT04464408, respectively). While both clinical 

trials are evaluating the efficacy and safety of Favipiravir in COVID-19 treatment, they 

differ in the outcome measurements. The first one explores “Time to resolution of 

hypoxia” as a primary outcome while the other one is being conducted on “Time from 

randomization to negativity in the RT-PCR nucleic acid test for COVID-19 within 15 

days of randomization”. 

Remdesivir: Remdesivir is similar to Favipiravir as it also selectively inhibits RNA-

dependent RNA polymerase (RdRp) [3]. The Kuwait-based trial (NCT04302766) has 

not determined the outcome measures of the interventions being applied throughout the 

clinical trial. 

Darunavir/Lopinavir: Both of these antivirals are HIV protease inhibitors 

employed in COVID-19 treatment due to their ability to prevent further infection of the 

virus. The clinical trial (NCT04425382) taking place in Qatar aims to compare the 

efficacy and safety outcomes of Darunavir/Cobicistat versus Lopinavir/Ritonavir in 

treating pneumonia associated with COVID-19. 

3.2 Antiviral Drugs (Repurposed) 

Hydroxychloroquine (HCQ): This anti-malarial drug, which is also used in rheumatoid 

arthritis and other autoimmune diseases, blocks viral entry into the cells through 

endosomal acidification [4]. In Bahrain, clinical trial NCT04387760 is a pilot study 
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exploring the ability to create a comparison between HCQ, Favipiravir, and the routine 

care using the time frame until hospital discharge or death as the measure of the primary 

outcome. HCQ was also evaluated for its safety, efficacy, and effectiveness in Post 

Exposure Prophylaxis (PEP) for health care providers in Qatar (NCT04437693). Another 

clinical trial in Qatar, NCT04349592, addressed the value of adding Azithromycin, an 

antibiotic in the Macrolide family that exhibits anti-inflammatory effects, to HCQ in 

COVID-19 treatment. 

Artemisinin/Artesunate: An antimalarial combination that shows antiviral activity. 

It also has an anti-inflammatory effect, which is attributed to its ability to reduce the level 

of inflammatory cytokines. The reduction avoids both the cytokine storm as well as 

inflammatory organ injuries for high-risk patients [5]. A clinical trial taking place in KSA 

is evaluating the efficacy of this combination. 

Angiotensin-Converting Enzyme Inhibitors (ACE-I) and Angiotensin II 
Receptor (ARB) Blockers: The role of ACE and ARB in COVID-19 prognosis is still 

controversial. The hypothesis suggests that the SARS-CoV-2 uses ACE2 protein 

expressed on alveolar cell surfaces to enter the cell. Accordingly, patients who are 

hypertensive and receiving ACEs or ARBs are at high risk for potentially developing 

Acute Respiratory Distress Syndrome (ARDS). Another hypothesis denies these claims 

as they are unsupported by virus binding. Additionally, internalization may not require 

the catalytic activity of the protein [6]. These inhibitors may cause alteration in the levels 

of the protein on the cell membrane, which can affect virus binding. Additionally, a 

clinical trial is taking place in KSA and targeting only hypertensive patients who are on 

ACE or ARB to assess the impact of ARB and ACE-I on a COVID-19 prognosis. The 

primary outcome would be the time frame from the date of enrollment until discharge 

from hospital or death; whichever comes first. 

3.3 Anti-Inflammatory Drugs 

Pioglitazone: Researchers have claimed that this insulin sensitizing, anti-diabetic agent 

reduces chronic inflammation in T2DM patients. Moreover, it enhances the plasma level 

of anti-inflammatory agents. This feature has been used to improve the clinical outcome 

(NCT04604223) of the COVID-19 disease in T2DM patients. 

Anakinra: An interleukin (IL)-1 receptor antagonist used in many inflammatory 

diseases such as rheumatoid arthritis, familial Mediterranean fever. In the clinical trial 

NCT04643678, it is used to avoid Cytokine storm syndrome, thus reducing the time for 

mechanical ventilation and improving the clinical outcome of patients with moderate to 

severe COVID-19 symptoms [7]. 

Zafirlukast: A leukotriene receptor antagonist used for treating chronic asthma. Its 

efficacy is being investigated in a clinical trial in KSA (NCT04871828). The primary 

investigation on this trial is time frame of clinical improvement. 

Tocilizumab/Siltuximab: Interleukin-6 Antagonists (Anti IL6) have been used as 

antirheumatic. Tocilizumab and Siltuximab Inhibition of IL-6 of receptors may lead to 

the reduction of cytokine and acute phase reactant production [8]. The efficacy of such 

an approach is being investigated in a KSA-based clinical trial, NCT0448652, which 

explores a primary outcome of ventilator-free days. 

Omega 3 Oil: Under a clinical trial (NCT04836052) in Qatar, Omega-3-oil has been 

shown to have fewer proinflammatory mediators that may have immunomodulating, 

anti-inflammatory and antiviral effects. These features can be employed to improve the 

clinical outcomes of patients admitted to ICU due to COVID-19. 
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3.4 Anticoagulation Drugs 

Bivalirudin: In the ARDS associated with COVID-19 infection is contributed to the 

activation of the coagulation system. Administrating Bivalirudin, an anticoagulant with 

a direct thrombin inhibition effect, can have positive effects in improving a patient’s 

respiratory status. An ongoing clinical trial (NCT04445935) in Qatar is investigating the 

effects of Bivalirudin. 

3.5 Miscellaneous 

Hydrogen Peroxide, Povidone Iodine, Cetylpyridinium Chloride: Sodium 

Hypochlorite (0.1% solution) is an oral mouthwash used as a local antiseptic in dental 

procedures to clear saliva’s viral load in COVID-19 patients. A clinical trial is being 

conducted to test the efficacy of this combination in KSA, with the change in viral load 

as the primary outcome. Additionally, these local antiseptics are being used to prevent 

the transmission of the virus rather than treatment. Miscellaneous drugs such as Iloprost, 

Oestrogen, Alpha One Antitrypsin, Colchicine, Interferon-Beta, Aspirin, and 

Rivaroxaban, etc., as well as plasma therapy (NCT04474340) are also in clinical trials 

utilized for exploring treatment plans of COVID-19. We considered clinical trials 

registered till May 2021 and this is a limitation of this study. The full list of the clinical 

trials can be found at: https://github.com/tanviralambd/GCC_ClinicalTrials. 

4. Conclusions 

GCC countries are working to curb the spread of COVID-19 and find a therapeutic 

solution. While the vaccination efforts are continuing in the GCC countries at a 

reasonable speed, no particular drug exists that may be considered a solution for this 

disease. A major stream of the drugs in clinical trials are antivirals (known or repurposed) 

that can combat the virus with acceptable levels of patient safety. Moreover, anti-

inflammatory drugs are also under trial to keep patients free from inflammation, leading 

to ARDS, cytokine storm, and other consequences. Ideally, these clinical trials conducted 

in the GCC will provide more insight into the efficacy of drugs against COVID-19. 
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Abstract. Background: Artificial Intelligence (AI) has seen an increased application 
within digital healthcare interventions (DHIs). DHIs use entails challenges about 

their safety assurance. Exacerbated by regulatory requirements, in the UK, this 
places the onus of safety assurance not only on the manufacturer, but also on the 

operator of a DHI. Clinical Safety claims and evidencing safe implementation and 

use of AI-based DHIs require expertise, to understand and act to control or mitigate 
risk. Current health software standards, regulation, and guidance do not provide the 

insight necessary for safer implementation. Objective: To interpret published 

guidance and policy related to AI and justify clinical safety assurance of DHIs. 
Method: Assessment of UK health regulation policy, standards, and AI institution 

insights, utilizing a published Hazard Assessment framework, to structure safety 

justifications, and articulate hazards relating to AI-based DHIs.  Results: AI enabled 
DHI hazard identification, relating to implementation and use within healthcare 

delivery organizations. Conclusion: By application of the method, we postulate that 

UK research of AI DHIs highlighted issues that may affect safety, in need of 
consideration to justify safety of a DHI. 

Keywords. Digital health, safety, justification, health system, artificial intelligence, 

hazard analysis 

1. Introduction 

Digital Health Intervention manufacturers collate evidence and justification about the 

safety of their products. This has also been presented as a safety case [1], to aid the 

interpretation, understanding and communication across stakeholders (e.g., regulatory 

assessment, client engagement). In addition to safety, effectiveness and security are also 

foundational elements of the lifecycle of all DHIs [2]. In addition to the manufacturer 

justifying safety, in the UK, the operator of DHI also needs to justify safe implementation 

and use. AI hazards are unsubstantiated in guidance, standards, policy and overall 

practice [2]. Although they are often acknowledged, there is currently little published 

providing a comprehensive insight in the safe implementation and use of AI DHIs [3]. 

Many implementations of AI-based DHI’s rely on expert resources and insights from the 

manufacturer, to provide safety assurance prior to implementation or use of the DHI [4]. 

The dynamic nature of the involved algorithms, in AI, poses a challenge to regulation, 

requiring “real time” post-market product change, implementation, and use of the DHI. 
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This will involve feedback and regulatory insight during post-deployment of the 

intervention, thus, to demonstrate the ongoing applicability of any safety justifications 

made. We investigate current recommendations in this field, aiming to collate best 

practice recommendations from sources. We identify a list of high level (generic) AI 

hazards, through the application of a framework for safety justification of DHIs [5]. 

2. Method 

This study followed a 2-step approach. Firstly, the identification of UK-based standards, 

regulation, legislation, health policy and guidance sources, and concerns regarding AI 

were consolidated. The sources selected from UK Government Regulators, policy 

makers and national institutions provide standards, regulation and insight to AI DHI 

implementation and use. We document issues from each source, while sorting and 

grouping to align to common themes, technical and operational areas. Secondly, we 

identify high-level hazards relating to AI, along with their contributing factors. This was 

achieved through a hazard identification and safety justification process as part of the 

method applied [5], where issues related to hazards (e.g., directly affecting the patient 

care), or as classes of failures that constitute contributing factors to hazards were 

retrieved. Analyzing issues, presented in literature, enables the postulation of hazard, 

hazardous situation, harm, and effect. Assumptions, about likelihood of hazard, are out 

of scope. Medical device risk management standards, such as ISO 14971 [6], provide 

suitable defined terms.  

 

3. Results 
Table 1 sees the safety related issues, summarized by the application of the hazard 

assessment framework, with a rationale from sources. Extrapolation and application of 

this framework to express issues in the form of hazard table is presented in Table 2. 

Table 1. Safety related recommendations or issues 

Recommendation Summary  

Access to sensitive data Provide trust and confidence in data sharing. Reduction in 
transaction costs of accessing data [7–12]. 

D
at

a 

Improve the availability of data. Data 

Quality and Maturity.  

Access to AI training data, in compliance with regulation 

[2,7–14]. 

Bias and Discrimination. Minimizing 
Bias. 

Training data and algorithms need to be verified for 
objectivity and inclusivity, extrapolated to the real world 

[2,12–14]. 

Representativeness Misrepresentation of groups within data samples [12,14]. 

Fit-for-purpose and sufficiency. Self-

fulfilling prediction. 

Justification of data quality and quantity for intended 

purpose. Reinforcement learning bias [7,9,10,12,14,15].  

Source integrity and Measurement 

Accuracy 

Ensuring data sources have reliable and impartial methods of 

collection [11,12,14]. 

Timeliness and recency.  Accuracy and currency of datasets [11,12,14,15]. 

Relevance, Appropriateness and 

Domain Knowledge 

Utilization of domain experts [10–12,14]. 

Outcome fairness Methods to ensure unbiased deployment of AI based systems 
[14]. 

O
p

er
at

io
n
al

 u
se

 

Decision-Automation Bias/The 

Technological Halo Effect. 

Automation complacency. 

Over reliance on the system and inability to respond to 

failures [14,15]. 

Automation-Distrust Bias Reluctance to trust AI based system decisions [14]. 

Stakeholder Engagement. 

Trustworthiness. Accountability. 

Aimed to build trust and confidence. 

Improved regulation and health care monitoring of AI 

systems [2,7,9,11–14]. 
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Human centered implementation 
processes 

AI development specific Human factors considerations [10–

12,14]. 

Accuracy and performance metrics. 

Unsafe Failure Modes. 

Error rates for AI generated outputs. Data to predict an output 

and performance (e.g., accuracy) [14,15]. 

P
er

fo
rm

an
ce

 

Reliability. Negative side effects. 
Reward hacking. 

Consistency of behavior. Supervision for longer-term 
operational reliability goals and control [11,12,14,15]. 

Robustness A measure of a systems integrity [11,14]. 

End-to-end AI Safety. Unscalable 

oversight. 

Regular verification and validation of AI throughout its 

lifecycle [2,10–12,14]. 

Concept Drift or Distributional Shift Training data mismatch over time [10–12,14,15]. 

Brittleness Undetectable changes in input data leading to failures [14]. 

Model hardening Securing the AI system to combat adversarial attack [14]. 

Misdirected Reinforcement Learning 

Behavior. Insensitivity to impact. 
Unsafe exploration. 

Insufficient controls placed upon trial-and-error processing 

methods. Inefficient supervision or monitoring impacts 
outcome and efficiency aims [14,15]. 

Transparency and explain-ability.  Explanation of processes, services and decision making by AI 

[7,9–15]. 

 

Table 2 summarizes associated failures as a hazard table. Hazardous situation is the 

circumstance exposing patients/users hazard(s) aligned to medical device standards [6]. 

Table 2. Hazard Analysis & Results 

 Hazard Hazardous 
Situation 

Harm Effects 

1 Incorrect clinical 

decision result or 
diagnosis. 

Incorrect 

treatment plan 
or decision 

selected.  

Incorrect 

diagnosis 

Availability and quality of data; Insufficient 

data sample. Training error (e.g., bias). 
Incorrect usage of intervention; Inconsistent 

intervention performance; Recall, precision 

accuracy training for users.  

2 Failure to operate 
as intended 

(annunciated). 

Software failure 
of data error.  

Delay in 
diagnosis and 

treatment.  

Corrupt files and data, hardware failure, 
algorithmic (expected) errors. 

3 Incorrect use of 
intervention as 

intended. 

Effectiveness 
and suitability 

of intervention. 

Delay or 
ineffective 

impact of 

patients. 

Communication and validation of 
intervention. Insufficient documentation of 

use within the pathway. Poor adherence to 

guidelines. Inadequate supervision. Lack of 
algorithmic explain-ability.  

4 Ineffective use of 

digital 
intervention.  

Ineffective 

provision of 
healthcare 

services.  

Delay or 

ineffective 
provision of 

service.  

Unsuitable planning of use. Intervention 

suitability justification. Lack of buy-in from 
users. Wrong timeframe of evidence basis. 

Lack of co-production of intervention.  

4. Discussion and Conclusion 

The results, Table 2, highlight the increased clinical safety risk AI presents to Healthcare 

Delivery Organizations (HDO). The timeliness and accuracy of decision-making are two 

specific hazards highlighted by this analysis. By presenting the potential causes of such 

hazards, we can direct effort applied in risk mitigation to relevant sources with greater 

likelihood of success. Inadequate utilization of data, social acceptance or trust of AI 

technology influences clinical effectiveness and operational benefit to larger patient 

cohorts. Issues with algorithmic functions and data specific facets of bias, validation and 

revalidation have the potential to cause direct harm to a patient. There is risk in assuming 

increased accuracy/efficiency from AI decision-making and limited human involvement. 

A commissioning HDO has a direct relationship with effectiveness, safety, and clinical 

outcomes. By application of the method, we postulate that UK sources have highlighted 
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issues that may affect justification of safety of a DHI, Table 2. The complexity and 

dynamic nature of risk, together with increased HDO control of potential hazards, 

enhances the need for more effective methods for communicating safety justification. 

Addressing the causes of these issues, a body of evidence (sources) will support the 

clinical safety of the AI-based DHI. The correct use of DHIs adds greater burden on 

organizations, as unintended operation / use exposes risk beyond the immediate decision 

support function, and into future decision-making and algorithmic learning of the DHI. 

Operating AI-based DHIs as intended, correct implementation within the clinical/patient 

pathway and effective periodic review of clinical outcomes would enhance safety claims. 

Manufacturers must consider collaborative engagement with HDOs to establish proven 

in use safety, reliability, and efficacy claims. Simplifying the explanation of decision-

making, diagnosis and foundation of operation may enable intelligent supervision to 

mitigate the clinical risk. The results align with current EU policy and industry body 

recommendations for the use of AI DHI, including medical devices [16]. 
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Abstract. Processing unstructured clinical texts is often necessary to support certain 

tasks in biomedicine, such as matching patients to clinical trials. Among other 

methods, domain-specific language models have been built to utilize free-text 
information. This study evaluated the performance of Bidirectional Encoder 

Representations from Transformers (BERT) models in assessing the similarity 

between clinical trial texts. We compared an unstructured aggregated summary of 
clinical trials reviewed at the Johns Hopkins Molecular Tumor Board with the 

ClinicalTrials.gov records, focusing on the titles and eligibility criteria. Seven pre-

trained BERT-Based models were used in our analysis. Of the six biomedical-
domain-specific models, only SciBERT outperformed the original BERT model by 

accurately assigning higher similarity scores to matched than mismatched trials. 

This finding is promising and shows that BERT and, likely, other language models 
may support patient-trial matching. 

Keywords. Clinical trial, word embeddings, bidirectional coder representations 

1. Introduction 

Clinical texts often contain unstructured information that requires applying advanced text 

processing methods to support specific tasks like patient-trial matching. Various 

language models have the potential to process biomedical and clinical texts to aid in these 

challenges. The Bidirectional Encoder Representations from Transformers (BERT) 

family has shown promise in solving multiple problems, including semantic similarity. 

BERT models have been trained on multiple corpora, including PubMed abstracts, PMC 

full-text articles, clinical notes, and synthetic vocabularies [1-6]. 

In this study, we report the performance of pre-trained BERT-based language 

models by assessing the level of similarity between clinical trial raw text (official titles 

and eligibility criteria) drawn from two sources: an Institutional unstructured aggregated 

summary of clinical trials and ClinicalTrials.gov. 
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2. Methods 

We created an unstructured aggregated summary of clinical trials reviewed at the Johns 

Hopkins (JH) Molecular Tumor Board at the Sidney Kimmel Cancer Center. Our corpus 

included all clinical trials registered as of June 1st, 2021. We chose to focus on trials with 

no provided National Clinical Trial identifier (NCT ID), incorrectly formatted identifiers, 

or unrecognized identifiers, in order to capture the challenges of missing data. Figure 1 

outlines a breakdown of the dataset and the final subset used to create a data frame of the 

official study titles and eligibility criteria (EC) for the 689 trials with non-null EC fields. 

To create pairs of clinical trial data between the clinical trials in our registry and 

those registered with ClinicalTrials.gov, we downloaded a corpus of official study titles 

(and associated NCT IDs) for all clinical trials registered with ClinicalTrials.gov from 

the Clinical Trials Transformation Initiative's Aggregate Analysis database (AACT) [7]. 

After basic preprocessing, embeddings (i.e., real-valued vector representations for each 

word based on context) for each querying title (from our clinical trials) and the 387,486 

corpus titles were created using Sentence-Transformers [6, 8]. 

For each querying title, the corpus title with the highest cosine similarity score was 

assigned as a potential match. After manually reviewing the potential matches, each pair 

was labeled as either belonging to the same trial (hereafter, a “match”) or different trials 

(hereafter, a “mismatch”). Of the pairs created, 603 pairs were matches and 86 were 

mismatches. Finally, the eligibility criteria for each paired ClinicalTrails.gov trial were 

retrieved through ClinicalTrials.gov's Application Programming Interface URLs using 

the linked NCT IDs from the AACT database. 

The first pre-trained model used to calculate the similarity between the created pairs 

was an uncased version of BERT-Base model [1]. We also used six more models from 

the BERT family with the same architecture as the Base model but domain-specific pre-

training and fine-tuning using different corpora. Each of the BioBERT [2], BlueBERT 

[3], Clinical BioBERT [4], SciBERT [4], PubMedBERT [5], and CODER [6] models 

created embeddings for and checked the cosine similarity between pair titles and between 

pair EC. The difference in mean similarity scores for matched and mismatched pairs was 

compared across all models to assess performance. It is important to note that because 

treatment information in our aggregated summary was not separated from the EC, the 

EC field contained noise that might have affected similarity calculations. 
 

Figure 1. A visual breakdown of the clinical trial summaries. Grey-shaded boxes indicate excluded trials. 

2118 clinical trials 

712 clinical trials without valid 

NCT IDs 

689 total qualifying clinical trials 

1406 clinical trials 
with valid NCT IDs 

23 clinical trials with 

null EC fields 

259 clinical trials with no NCT 

ID given 
426 clinical trials with NCT IDs 

formatted incorrectly 
4 clinical trials with 

unrecognized NCT IDs 
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3. Results 

Visual representations of the similarity scores calculated by the BERT-Base and other 

pre-trained models for titles and eligibility criteria are shown in Figure 2. SciBERT, 

while ranking lowest in mean similarity of matching pairs, demonstrated the largest 

overall difference in mean similarity between matched and mismatched pairs (0.141 for 

titles and 0.064 for EC) and assigned lower values for mismatched pairs than all other 

models. Thus, we consider that SciBERT had the highest performance for the given task. 

Outside of SciBERT, no other model outperformed BERT, which had an overall 

difference in mean similarity between matched and mismatched pairs of 0.102 for titles 

and 0.054 for EC. Table 1 includes two examples of matched and mismatched trial titles 

and the similarity scores for the seven BERT models. As expected, the mean similarity 

scores for trial EC were generally lower than those for title scores, likely due to the noise 

present in the EC field of our aggregated clinical trial summaries. 

Figure 2. Boxplots showing the spread of similarity scores for paired clinical trial titles (left) and eligibility 

criteria (right), grouped by match status. A match status of 1 indicates the content assessed belonged to the 
same clinical trial, while a match status of 0 indicates the content belonged to separate trials. The mean 

similarity scores and standard deviations, also grouped by match status, are listed along the x-axis. 

Table 1. Examples of compared trial titles and their similarity scores for matched and mismatched pairs. 
 

Example Match (Title Similarity) 
“A Ph. II Study of the Efficacy and Safety of SU011248 in 

Patients with Metastatic Breast Cancer” 

 BERT: 0.986 

 BioBERT: 0.973 
 BlueBERT: 0.973 
 Clin. BioBERT: 0.974 

SciBERT: 0.977 

PubMedBERT: 0.997 
CODER: 0.984 

 
“A Phase 2 Study Of The Efficacy And Safety of SU011248 

In Patients With Metastatic Breast Cancer” 

Example Mismatch (Title Similarity) 
“Donor Lymphocyte Infusions (DLI) plus Rapamycin to 

Decrease Toxicity Associated with DLI” 

 BERT: 0.858 

 BioBERT: 0.901 
 BlueBERT: 0.875 
 Clin. BioBERT: 0.916 

SciBERT: 0.649 

PubMedBERT: 0.957 
CODER: 0.862 

 “Rapamycin in Relapsed Acute Lymphoblastic Leukemia” 
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4. Discussion 

Overall, SciBERT performed best in terms of distinguishing between sets of trial texts 

belonging to the same clinical trial and sets of trial text belonging to different clinical 

trials. The largest difference between SciBERT and most of the other models is its use 

of SciVocab, which overlaps with BaseVocab used in the BERT-Base by only 42% [9]. 

SciBERT was trained from scratch and did not use BERT’s weights as initialization [4, 

9]. After SciBERT, BERT had the best performance. Although trained with biomedical 

texts, the remaining models did not show promise in efficiently supporting our matching 

task. 

A significant limitation of this study was that due to the inconsistent format of our 

corpus, treatment information could not be separated from the EC, resulting in an 

intangible level of interference in similarity assessment. However, the handling of noisy 

information is a standard challenge in free-text processing and comparison that was 

successfully handled by some of the selected models. The second major limitation is that 

the BERT architecture has a maximum token length of 512, and as a result, most EC 

texts were not compared in full. We acknowledge that this limitation may have 

introduced a bias to the similarity calculations but did apply to all models that used the 

same token length.  

Future research is needed to address the above limitations and investigate other 

biomedical language model architectures, the impact of pre-training on clinical trials data, 

and the feasibility of integrating semantic similarity techniques for comparing clinical 

trial identities and best utilizing them into the patient matching process. 
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Abstract. Development of person-centred care (PCC) services require adjustment 
to specific domain of application and integration with existing processes 

implemented in healthcare institution. This poster present PCC services for 

monitoring stroke outpatient rehabilitation, enhanced by modern ICT technologies 
(thus enabling adjustments to different kind of patients, which is especially relevant 

due to potential consequences of the stroke and caused degree of disability).

Keywords. person-centred care services, tool support, stroke rehabilitation 

1. Introduction

The PCC as innovative approach in health care has attracted attention as a proven concept 

for improvement of health outcomes by advancing cooperation and shared decision 

making between doctors and patients, with simultaneous increase of patient satisfaction

[4][1]. Development of PCC services for stroke outpatient rehabilitation follows the 

following specific characteristics [3]: it is a chronic condition and thus the whole cycle 

of recovery is needed to be covered, after hospital treatment special focus shall be put on 

rehabilitation and further prevention of recurrent stroke through increased quality of life, 

self-efficacy, etc. The developed services are elaborated over evidence from neurology 

department of Clinical Centre in Montenegro, within scientific research project which is 

funded by the Ministry of Science of Montenegro.

2. Methods

Implemented methodology includes step-wised approach, consisting of several major 

steps: (i) analysis of best practices related to development of PCC services, (ii) analysis 

of the context for applications at Neurology department of the Clinical Centre of 

Montenegro [1], (iii) creation of the framework covering business processes and PCC 

concept, built upon well known concepts of model-driven engineering and software 
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product families [2], and (iv) prototyping and testing of specific IT services (in the form 

of mobile applications for patients and doctors).  This approach ensures replicability to 

other domains of applications, thus being fully in line with strategical orientation for 

development of the Centre for PCC at Clinical Centre of Montenegro.

3. Results

Developed PCC services support identified features in outpatient rehabilitation business 

process model developed in [2]. It is implemented in the form of mobile application for 

patients (connected with external devices, like smart phones, etc.) and web/mobile 

application for doctors supporting detailed view on rehabilitation process of patients, 

definition of corrective measures (highly relevant for exercises for motoric rehabilitation, 

pain reduction medications, etc.) (currently available on Montenegrin language) (Fig.1., 

Fig.2.). Specific module for prediction of the rehabilitation process, as well as for 

prediction of recurrent strokes for each specific patient is developed. The predictive 

system is developed by using existing databases and stroke patient registries [1][2], while 

it is expected to increase the accuracy by exploring data collected by active system usage.

Figure 1. PCC service for stroke outpatient 

rehabilitation: Module for doctors 

Figure 2. PCC service for stroke outpatient 

rehabilitation: Module for patients 

4. Discussion

The developed services present initial step in creation of PCC healthcare services in 

Clinical Centre of Montenegro, which implementation has already shown several issues 

and challenges: necessity for (i) raising awareness among patients and development of 

partnership with patients, (ii) significant increase of IT health literacy, as well as (iii) 

holistic support during implementation process, (iv) development of tailored evaluation 

framework, etc. However, the established close cooperation between patients and doctors 

during the stroke rehabilitation process ensures greater confidence and a sense of security

which directly increase the quality of life and healthcare prevention. Future work will be 

focused on making comprehensive evaluation and further tool support development.
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Abstract. The FAIR Guiding Principles do not address the quality of data and 

metadata. Therefore, data collections could be FAIR but useless. In a funding 

initiative of registries for health services research, trueness of data received special 
attention. Completeness in the definition of recall was selected to represent this 

dimension in a cross-registry benchmarking. The first analyses of completeness 

revealed a diversity of its implementation. No registry was able to present results 
exactly as requested in a guideline on data quality. Two registries switched to a 

source data verification as alternative, the three others downsized to the dimension 

integrity. The experiences underline that the achievement of appropriate data quality 
is a matter of costs and resources, whereas the current Guiding Principles quote for 

a transparent culture regarding data and metadata. We propose the extension to 

FAIR-Q, data collections should not only be findable, accessible, interoperable, and 
reusable, but also quality assured. 

Keywords. Completeness, data quality, health services research, registries, validity. 

1. Introduction 

The FAIR Guiding Principles for scientific data management and stewardship [1] had 

been published in view of the scientific use of already recorded data. Data collections 

should be findable, accessible, interoperable, and reusable. Beside legal constraints, 

achieving the FAIR Guiding Principles is mainly a matter of provision and culture. The 

principles especially demand the willingness to share detailed information about a data 

collection with the public, a demand that might jeopardize economic and scientific gains 

of the primary data holder. However, even if a data collection fulfills the FAIR Guiding 

Principles, the data collection could be useless, because it does not offer a quality of data 
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needed to support the use case at hand. Furthermore, the re-use of data with inappropriate 

data quality can establish a hazard. In electronic health records, a wrong lab value such 

as an erroneously low serum potassium concentration - caused by a mix-up of patient 

identities - can lead to harm via inappropriate therapy. A lack in recording of adverse 

events in clinical trials could mask the risk of a drug therapy that is then misleadingly 

recommended in a clinical guideline. In the following, we will report experiences 

regarding the measurement of trueness from a funding initiative of registries for health 

services research. 

2. Methods 

2.1. Quality Indicators Related to Trueness 

The guideline on data quality in medical research [2] organized indicators within three 

dimensions derived from Donabedian’s approach: integrity, organization, and trueness. 

High quality in the first two dimensions is a necessary, but not a sufficient precondition 

to achieve a high quality in the dimension of trueness. The guideline defined six 

indicators for trueness: agreement with source data referring to data elements (TMF-

1044), agreement with source data referring to observational units (TMF-1045), 

compliance with operating procedures (TMF-1047), representativeness (TMF-1048), 

accuracy (TMF-1043), and completeness (TMF-1046). Two indicators (1044, 1045) 

correspond with a source data verification well established in clinical trials. The 

assessment of the compliance with operating procedures requires the existence of such 

standards. Representativeness checks the agreement of frequencies and distributions 

from data with expectations, e.g. published in the literature. Accuracy and completeness 

capture precision and recall: did an event recorded in the data occur in reality (precision), 

was a real event recorded in the data (completeness)? Many proposals were made to 

operationalize those aspects also denoted as validity [3]. 

2.2.  Sample 

In a funding initiative, five indicators from the guideline [4] were selected for a 

benchmarking of registries. Trueness was represented by indicator completeness (TMF-

1046). According to Arts et al. [5], completeness was defined as “the extent to which all 

necessary data that could have been registered have actually been registered”. The 

calculation method of the indicator was adapted to each registry. This adaptation became 

part of the standard operating procedure (SOP) for the benchmarking of the registries. 

For example, the SOP listed the particular data elements considered for the measurement 

of completeness as well as the individual approach used to identify the clinical events 

that “could have been registered” in order to calculate the individual denominator. The 

quality target was adapted from the guideline as a completeness of 95% or higher. 

The benchmarking of trueness for the year 2020 comprised five registries dealing 

with 1) fever in childhood, 2) lifelong monitoring of patients with spinal cord injury, 3) 

treatment exit options for uveitis, 4) hereditary breast and ovarian cancer, and 5) safety 

of living kidney donors. The indicator completeness was calculated by each registry itself 

accordingly to the SOP. An accompanying project was responsible for the receipt of the 

results and the preparation of the benchmarking report. The responsibility of the 

accompanying project did not include any monitoring or data management. 
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3. Results 

The five registries delivered their results for the indicator completeness until February 

2021. The determination of the rate’s numerator and denominator was up to the registries. 

In comparison with the guideline’s definition, the deliverables were quite diverse. 

� Registry A reported a completeness of 112% for pre-existing-illnesses 

consulting medical reports. 

� Registry B compared the relatively frequencies of three subtypes from the 

qualifying disease with expectations from two observational studies. With one 

exception, the 95% confidence limits included the literature results. 

� Registry C counted adverse events that lead to a re-admission. The result was 

compared with secondary data. The calculated standardized ratio was 3.5. 

� Related to the observational unit, but not controlled for the single event, registry 

D reported a completeness of 53% (contacts), 62% (drugs) and 87% (symptom). 

� Registry E compared the recorded calendar date of an event with the calendar 

date of the event available in the patient chart. It found no discrepancies. 

Based on these deliverables, the accompanying project did not prepare a 

benchmarking report for this indicator as specified in the SOP. Instead, the results were 

described and commented in the report without a comparison between the registries.  

4. Discussion 

Two out of the five registries achieved the intended data quality with a completeness of 

95% or higher. However, none of the registries was able to calculate the indicator as 

specified in the guideline. The measurement of trueness seemed to be a big challenge in 

the monitoring of registries’ data quality! Taking into account the whole set of indicators 

defined in the guideline [6], the registries made use of some other measures. 

� Registry A performed a source data verification as specified in TMF-1044. 

� Registry B assessed the evidence of known correlations (TMF-1027). 

� Registry C also assessed the evidence of known correlations (TMF-1027). 

� Registry D analyzed the concordance between two different data collections 

covering the same observational units (indicator TMF-1002). 

� Registry E performed a source data verification as specified in TMF-1044. 

Only two registries switched to another indicator from the dimension trueness, three 

fell back to the dimension integrity. Indicators from that dimension could be calculated 

without considering the origin and the context of data thus making data management 

substantially easier and cheaper. Considering external comparators is at least time- and 

labor-consuming. Furthermore, the establishment of a realistic gold standard could be 

expensive by creating organizational workflows in health care, solely related to this task. 

Registry-based research is confronted with serious challenges. A main concern is 

related to a not-verified validity of important clinical events. The judgement of clinical 

outcomes is up to directly involved physicians [7], patients [8] or carers. In clinical trials, 

regulatory bodies recommend the establishment of a data monitoring committee [9], 

among others responsible for the verification of serious adverse events or outcomes. The 

recording of clinical events in daily practice is biased by the workload as well as the 

motivation of the responsible staff.  
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Precisely because the standards of clinical trials are out of the scope of observational 

research, data management of registries must have a clear understanding of alternative 

options to assure trueness. Medicine will not benefit from data collections fulfilling the 

FAIR Guiding Principles on the one hand but delivering an unsubstantiated data quality 

on the other hand. Therefore, we call for an extension of FAIR to FAIR-Q. In contrary 

to the already included requirements, to provide Quality assured data is a matter of 

resources, efforts and procedures. There must be resources for efforts implementing 

procedures of a quality oriented data management. The presented use case of trueness 

demonstrated that there is still a long way to achieve this goal. In analogy to the original 

proposal [1], “Q” can be characterized by requirements for data collections: 

Q1. metadata are annotated regarding quality management procedures 

Q2. indicators are available about the quality of (meta)data 

Q2.1 a statement on the trueness of data is present 

Q3. (meta)data are released with evidence about their potential impact 

In our initiative, the registries could start with a weak-point analysis and 

subsequently with a redesign of their processes in case of insufficient results. The 

accompanying project will readjust the representation of the trueness to improve the 

cross-registry benchmarking. Two preferred options exist, to replace the indicator 

completeness with another indicator of that dimension or to rethink its specification for 

each registry. The calculation of the indicator by the registries themselves is a limitation 

of the benchmarking. So far, reliability and validity of the results remain open. 
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Abstract. Population Health Management typically relies on subjective decisions to 

segment and stratify populations. This study combines unsupervised clustering for 
segmentation and supervised classification, personalised to clusters, for 

stratification. An increase in cluster homogeneity, sensitivity and positive predictive 

value was observed compared to an unlinked approach. This analysis demonstrates 
the potential for a cluster-then-predict methodology to improve and personalise 

decisions in healthcare systems. 

Keywords. Population Health Management, segmentation, stratification, clustering, 
machine learning 

1. Introduction 

Population Health Management (PHM) is increasingly being adopted in England to 

improve outcomes for individuals by personalising services to address their health and 

care needs in a way that recognises that health is determined more by socio-economic 

factors than by healthcare provision itself [1]. However, personalisation of interventions 

on an individual level is not feasible because of resource constraints [2]. Instead, PHM 

proposes designing systems around defined segments of the population, further targeting 

individuals through stratification by risk of an adverse event, such as hospital 

readmission or onset of disease. Segmentation and stratification can improve patient care 

and management and inform the design of care systems [3,4]. The foundations of 

segmentation and stratification in healthcare have already been defined by Garfield [5], 

but the increasing availability of data provides opportunity for new methods to be used. 

There are two broad approaches to segmentation [6]. The traditional approach is to 

use a priori groups based on expert knowledge, for instance segmenting patients by 

morbidity, age, or disease. This approach can have limitations: 

� The number of features by which to segment must remain small because the 

number of groups can expand rapidly, even exponentially in some cases. 
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� With few features, important differentiators between people are missed. 

� Variables such as age require arbitrary breakpoints to be defined. 

� With few segments and features, entropy is likely to be high. 

The second, more data-driven approach has been adopted recently and addresses 

many of the limitations of a priori methods, allowing more variables to be used, and for 

feature breakpoints to be derived naturally [6,7]. However, this approach requires a large 

amount of data and may result in less readily comprehensible clusters. For example, 

while a priori segmentation allows precise classification of segments [2], data-driven 

methods can result in more nuanced groupings, requiring interpretation [6]. Therefore, 

the purpose of the segmentation is likely to influence the method chosen. 

Segmentation can often group patients of similar types but differing magnitudes of 

need. This is where stratification can assist. Typically, stratification is performed with 

ordinary regression models (developed on a wholly different population) and applied 

equally to every segment. However, by using segmentation, we postulate there are 

meaningful differences between groups and therefore predictors of risk may differ. Not 

accounting for this could reduce the performance of stratification models [8,9]. 

This study therefore explored the potential for data-driven segmentation, coupled 

with stratification personalised to each segment, to achieve better performance than 

existing models when predicting the risk of emergency readmission within 30 days of 

discharge. This cluster-then-predict method has been effective in other settings [10]. 

2. Methodology 

The study population comprised 78,786 admission episodes in the NHS Secondary Uses 

Service dataset for patients registered with a single Clinical Commissioning Group in 

England in the fiscal year 2020–2021. For each admission the following data was 

extracted with exclusions applied in accordance with Billings et al. [4]:  

� Person: age, deprivation assessed via Index of Multiple Deprivation 2019 [11]. 

� Health: morbidities in inpatient and outpatient records in the three years prior 

to admission classified in the Charlson Comorbidity Index [12]. 

� Care: NHS Provider Trust, count of emergency admissions in the year prior, 

emergency admission in the past 30 days, whether the current admission was 

an emergency, emergency readmission within 30 days (target variable). 

Three methods were implemented using the methodology summarised in Figure 1. 

2.1. Model 1: a priori Segmentation and Traditional Stratification 

Morbidities were assigned a score [12] and these were summed to split episodes into 

groups ‘0’, ‘1-2’, ‘3-4’, ‘5+’. The PARR-30 algorithm [4] was applied to calculate 

readmission risk. The cost of a false negative was set at three times the cost of a false 

positive and used to select a threshold to predict readmission [13]. Homogeneity of 

clusters was assessed through Silhouette scores performed on a 30,000-record subset. 
 
 

Cluster
a priori or Unsupervised

Classify
PARR-30 or GLMM PredictOptimise Risk Cutoff

 

Figure 1. Flowchart of methods used to cluster-then-predict using both supervised and unsupervised learning. 
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2.2. Model 2: Traditional Segmentation and Personalised Stratification 

Patients were segmented as in Model 1, but a generalised logistic mixed model (GLMM) 

defined in Eq. (1) was used to calculate readmission risk with the threshold optimised as 

in Model 1. Rather than fitting regressions to each segment, GLMMs allow for pooling 

between segments, mitigating small groups, and allowing greater scaling. Intercept and 

slope were allowed to vary by segment. Only feature used in Model 1 were included to 

facilitate comparison. Providers with fewer than 1,000 instances were recoded as ‘other’. 

 (1)

2.3. Model 3: Data-Driven Segmentation and Personalised Stratification 

To investigate whether discovering natural clusters in the data would result in improved 

predictions, unsupervised clustering was undertaken using k-prototypes in order for both 

binary and continuous variables to be used [14]. Features were limited to those in PARR-

30, excluding NHS Provider Trust because of its high cardinality. Continuous features 

were scaled and centered. The number of clusters was set to maximise Silhouette score 

and a GLMM as defined in Model 2 was fitted to the result.  

3. Results 

Table 1 summarises the performance for each model. Performance was similar across 

accuracy, area under the curve (AUC) and specificity. Small but significant 

improvements were seen in positive predictive value (PPV) when comparing Models 1 

and 2, with a further significant improvement in sensitivity when comparing Models 1 

and 3. Performance between segments varied, for instance PPV in Model 3 ranged from 

0.19–0.44. The clustering of Models 1 and 2 was poor with a mean Silhouette score of -

0.12 compared to 0.18 in Model 3, which found five clusters to be optimum. 

 
 
Table 1. The performance of each model with 95% confidence intervals in brackets. 

Model Accuracy AUC Sensitivity Specificity PPV 
1 0.88 (0.88-0.88) 0.73 (0.72-0.74) 0.20 (0.19-0.21) 0.95 (0.95-0.95) 0.30 (0.29-0.32) 

2 0.89 (0.88-0.89) 0.75 (0.74-0.76) 0.22 (0.21-0.23) 0.96 (0.95-0.96) 0.34 (0.33-0.35) 

3 0.88 (0.88-0.89) 0.75 (0.75-0.76) 0.25 (0.24-0.26) 0.95 (0.95-0.95) 0.34 (0.34-0.35) 

4. Discussion 

This study implemented three models to improve PHM segmentation and stratification 

through a cluster-then-predict methodology. Personalising risk stratification as in Model 

2 resulted in small but significant improvements to predictive performance over Model 

1, suggesting that integrating segmentation and stratification approaches can improve 

understanding of patient risk by personalising prediction to segments. The variance 

between the performance of different segments remained, suggesting that the data used 
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may not provide sufficient information to accurately predict risk or that segments were 

not sufficiently homogenous, as indicated by Silhouette score. The creation of more 

homogenous clusters in Model 3 provided further small but significant improvements to 

stratification, suggesting that increases in homogeneity result in better predictions, even 

if these increases are small and homogeneity remains poor. 

These results suggest that, with further optimisation, both more homogenous 

clustering methods and personalisation of stratification can provide more accurate risk 

prediction than traditional techniques. Given the similarity in performance between 

Models 2 and 3, a sufficiently homogenous a priori segmentation could provide both 

well-defined segments and improved risk prediction and, where the understandability of 

segments is important, this may be preferred. There is clear evidence that the addition of 

primary care and other datasets can result in both more homogenous segments (be this a 
priori or data-driven) and accurate classification [3,7], and future work could include 

this data where feasible. Further improvements may also be possible with methods that 

bind segmentation and stratification more closely together, such as ToPs/R [15]. The 

development of these methods offers to inform the development care that better meet the 

diverse needs of the population. Personalised medicine could be supported with the 

identification of appropriate clusters and to address the specific needs of each group. 
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Abstract. The possibility of postoperative speech dysfunction prediction in 

neurosurgery based on intraoperative cortico-cortical evoked potentials (CCEP) 
might provide a new basis to refine the criteria for the extent of intracerebral tumor 

resection and preserve patients’ quality of life. In this study, we aimed to test the 

quality of predicting postoperative speech dysfunction with machine learning based 
on the initial intraoperative CCEP before tumor removal. CCEP data were reported 

for 26 patients. We used several machine learning models to predict speech 

deterioration following neurosurgery: a random forest of decision trees, logistic 
regression, support vector machine with different types of the kernel (linear, radial, 

and polynomial). The best result with F1-score = 0.638 was obtained by a support 

vector machine with a polynomial kernel. Most models showed low specificity and 
high sensitivity (reached 0.993 for the best model). Our pilot study demonstrated 

the insufficient quality of speech dysfunction prediction by solely intraoperative 

CCEP recorded before glial tumor resection, grounding our further research of 
CCEP postresectional dynamics. 

Keywords. CCEP, cortico-cortical evoked potentials, machine learning, artificial 

intelligence, neuro-oncology, glial tumors, speech function 

1. Introduction 

Structural and functional neural networks underlying such human brain functions as 

speech are a permanent research subject for modern brain connectomics [1]. 

Intraoperative preservation of speech function is one of the most important goals in 

neurosurgery of intracerebral tumors located near eloquent areas [2]. The monitoring of 

the effective connections through language pathways during brain tumor surgery can be 

achieved by recording cortico-cortical evoked potentials (CCEPs) [3–5]. Nowadays the 

number of such studies is very limited.  
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This pilot study aimed to predict speech function deterioration in the early 

postoperative period based on intraoperative cortico-cortical evoked potentials [6] 

recorded before glial tumor removal. The hypothesis we tested was that the baseline 

CCEPs might contain predictors of postoperative speech disorders. The exploration of 

CCEPs patterns might contribute to refine the criteria for the extent of intracerebral tumor 

resection and preserve patients’ quality of life. 

2. Methods 

Intraoperative registration of CCEPs [7] was performed using a 32-channel 

intraoperative monitoring system “Neuro-IOM” (Neurosoft LLC, Russia) and a pair of 

subdural electrode strips. One electrode was placed in the frontal speech region (Broca's 

area); the second electrode was located on the surface of the upper temporal gyrus in its 

posterior parts and the supramarginal gyrus. The CCEPs were registered before and after 

resection of the tumor. 

The dataset obtained contained recordings of 26 patients with brain gliomas in 

eloquent areas. The number of CCEP recordings for each patient was not set in this pilot 

study (varied from 1 to 8). The dataset included a set of files (n = 105, 1 file for each 

recording) with intraoperative CCEPs records before tumor removal. Each record 

contained 8 or 16 signal channels with high correlation between them. 

The duration of the signal recording after stimulation was 300 ms. Each signal record 

included 7,500 discrete values in 8 or 16 channels. A vector of 7500 values was averaged 

and smoothed by the moving average method, transforming into a new vector consisting 

of 300 average values. Stimulation artifacts were automatically removed by comparing 

with the amplitude of the remaining signal part multiplied by 1.25. If this value was 

exceeded, then the starting index was shifted up to 10 ms to the right. In addition, the 

starting index of the signal was always shifted by 1 ms, even if the artifact was not 

observed, in order to exclude the influence of the first millisecond of the signal. 

The basic set of signal features included signal amplitude, wave type, latency up to 

a peak (positive or negative) value [7]. Neurophysiologists typically used them to 

describe the CCEPs records. A medical expert indicated the characteristics of speech 

dysfunctions before and after surgery for each patient. 

The average value across the entire signal was calculated and used as an additional 

feature. The peak values (local extremums) were calculated with a minimum distance 

between the peaks equal to 20 ms and a minimum peak height of 5 μV. 

We formed the target variable based on the changes in the cumulative assessment of 

the patient's speech dysfunctions after surgery ranging from 0 to 45 (0 is the norm). The 

binary target variable took a value of 1 if the speech dysfunctions estimate increased after 

surgery (speech worsened) and a value of 0 otherwise (speech preserved). 

Several machine learning models were used to predict the deterioration of speech 

functions in the postoperative period: a random forest of decision trees (RF), logistic 

regression (LR), support vector machine (SVM) with different types of kernel – linear 

(Lin), radial basis function (RBF) and polynomial (Poly). Each test was performed after 

the data were randomly sampled into training (80%) and testing (20%) subsets with 

stratification. The model was trained on a training subset; 5-fold cross-validation (CV) 

was applied to evaluate the model’s quality before the final testing. Each machine 

learning model was tested 300 times with stratified resampling (1500 tests in total). This 

approach allowed to do the calculations with low margin of error (<0.005). 
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We used standard metrics to evaluate the test results: accuracy on validation samples 

within the cross-validation (CV), specificity (Spec), sensitivity (Sens), the proportion of 

correct classifier responses (Acc), precision (Prec), recall (Rec), F1-score (F1) and the 

area under the receiver operating characteristic curve (AUC). The results for particular 

machine learning model were averaged across all metrics to exclude the influence of the 

“by chance” data split and to reduce the margin of error. We separated data by patients 

— all the recordings of each patient were included into the only one subset: train or test. 

3. Results 

The results of our classification experiments are presented in Table 1. 

Table 1. Classification of CCEPs data by binary outcome with 5 machine learning models. 

Model CV Spec Sens Prec Rec Acc F1 AUC 
RF 0.680 0.319 0.809 0.569 0.564 0.606 0.530 0.564 

LR 0.687 0.168 0.965 0.555 0.566 0.649 0.500 0.566 
SVМ (Lin) 0.674 0.098 0.944 0.411 0.521 0.612 0.432 0.521 

SVМ (RBF) 0.730 0.324 0.973 0.649 0.649 0.716 0.604 0.649 

SVМ (Poly) 0.747 0.370 0.993 0.683 0.681 0.747 0.638 0.681 
 

The results of cross-validation were expectedly higher (equal in case of SVM (Poly) 

model) compared to the accuracy of test results. The difference between mentioned 

metrics varied from 0 to 0.074 (up to 12% decrease). 

The best result for the F1-score metric was 0.638 using the SVM (Poly) model. A 

high sensitivity index was observed in most tests, reaching 0.993 in the best model. The 

specificity of the best solution was 0.370 — the model correctly identified only 37% of 

patients with improved/preserved speech functions. 

4. Discussion 

Our pilot research considered methods for predicting the deterioration or 

improvement/preservation of speech functions in the postoperative period using machine 

learning algorithms. This is the pioneering study to apply machine learning for predicting 

speech dysfunctions based on CCEP data to the best of our literature knowledge. 

Researchers rely on such parameters as the amplitude of value fluctuation and the 

latency to the signal peak in the analysis of CCEP data (7–11). We utilized the average 

for all signal values, the latency to the signals’ peak states (local extremums), and their 

values in μV in addition to common parameters. 

The obvious limitations of this study are a relatively small number of patients (n = 

26), several recordings per patient in one sample and the insufficient number of CCEP 

recordings after tumor removal. Increasing the amount of data may lead to a higher 

classification quality. 

In our classification approach, we used a binary target variable. Thus, the dataset 

was split with a smaller possible imbalance compared to using the target variable broke 

down into several categories according to speech disorders degree (in the latter case, 

there was a significant imbalance between classes). It will be possible to test CCEPs 

classification by speech dysfunctions severity with the increased number of patients. 
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This pilot study demonstrated the insufficient quality of speech dysfunction 

prediction by solely intraoperative CCEP recorded before glial tumor resection. Our 

future work will be related to testing new methods for predicting speech disorders, 

focusing on postresectional CCEP dynamics, adding new features to existing models, 

and developing new machine learning models, including ensembles. 

5. Conclusion 

In this pilot study, the quality of speech dysfunction prediction after the neurosurgical 

interventions in the eloquent area was demonstrated using traditional machine learning 

methods based on the CCEP data registered before the main stage of surgery. Early 

detection of the speech dysfunction precursors, according to the CCEP data, can 

significantly affect the results of such neurosurgery. Thus, it is necessary to continue the 

research of CCEPs that contributes to a better understanding of speech dysfunctions 

resulting from surgical interventions and greater surgery safety. 

The research was supported by the Russian Foundation for Basic Research grant 
19-29-01231. 
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Abstract. The early detection and treatment of neoplasms, and in particular the 

malignant,  can save lives. However, identifying those most at risk of developing 
neoplasms remains challenging. Electronic Health Records (EHR) provide a rich 

source of “big” data on large numbers of patients. We hypothesised that in the period 

preceding a definitive diagnosis, there exists a series of ordered healthcare events 
captured within EHR data that characterise the onset and progression of neoplasms 

that can be exploited to predict future neoplasms occurrence. Using data from the 

EHR of the Ministry of National Guard Health Affairs (MNG-HA), a large 
healthcare provider in Saudi Arabia, we aimed to discover health event patterns 

present in EHR data that predict the development of neoplasms in the year prior to 

diagnosis. After data cleaning, pre-processing, and applying the inclusion and 
exclusion criteria, 5,466 patients were available for model construction: 1,715 cases 

and 3,751 controls. Two predictive models were developed (using Decision tree 

(DT), and Random Forests (RF)). Age, gender, ethnicity, and ICD-10-chapter 
(broad disease classification) codes as predictor variables and the presence or 

absence of neoplasms as the output variable. The common factors associated with a 

diagnosis of neoplasms within one or more years after their occurrence across all 
the models were: (1) age at neoplasms/event diagnosis; (2) gender; and patient 

medical history of (3) diseases of the blood and blood-forming organs and certain 

disorders involving immune mechanisms, and (4) diseases of the genitourinary 
system. Model performance assessment showed that RF has higher Area Under the 

Curve (AUC)=0.76 whereas the DT was less complex. This study is a demonstration 

that EHR data can be used to predict future neoplasm occurrence. 

Keywords. Machine learning, decision tree, random forest, neoplasms, cancer, 

artificial intelligence, big data. 
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1. Introduction 

The objective of this study was to discover health event patterns present in Electronic 

Health Record (EHR) data that predict the development and occurrence of neoplasms 

(malignant and benign) in one year prior to diagnosis based on the patient’s medical 

history by developing predictive models. This will improve neoplasms prediction to 

support the early diagnosis and as a warning system. After developing machine learning 

models, we compared models’ performances and complexity to discuss their likely 

applicability in practice. 

2. Methodology 

This study used data from the Ministry of National Guard Health Affairs (MNG-HA) in 

Saudi Arabia. It is one of the largest healthcare organisations and has pioneered 

healthcare advances in Saudi Arabia [1, 2]. The data covered all patient encounters: in-

patient, out-patient, and emergency department (ED) visits in the primary and secondary 

care settings between 2015 to the beginning of 2019 were included. Patient data were 

extracted from the EHR and included: patients’ demographics and diseases history. We 

selected patients according to the inclusion and exclusion criteria to obtain the case group 

(patients with neoplasms) and control group (patients without neoplasms). We chose the 

first neoplasm incident/diagnosis as the index event before which the medical history 

was retrieved for the case group. For the control group, the last disease diagnosis was 

used as the index since there was no mutual diagnosis/event for the entire control group 

that could be used as the index event. For modelling the impact of prevalent 

comorbidities on early neoplasms prediction, we modelled the medical history using the 

International Classification of Diseases, Tenth Revision (ICD-10) codes in the EHR. We 

then implemented two machine learning predictive algorithms to build the models then 

compared their performances and complexities. The algorithms were: Decision Tree 

(DT) and Random Forests (RF). We chose these models as they are used to predict binary 

outcomes based on a set of observed characteristics and explore the effect of these 

characteristics on the outcome. The outcome was the presence or absence of neoplasm 

whereas the characteristics were the medical history beside the social demographic 

variables: age, gender, and ethnicity. We used the following performances metrics: Area 

Under the Curve (AUC); balanced accuracy; sensitivity; specificity; positive predictive 

values; negative predictive values; and F-score for accuracy. 

3. Results 

The total population was 17,631 patients including both: the case and control groups. 

The case group has 11,204 patients and the control group has 6,427 patients. After data 

cleaning, pre-processing, and applying the inclusion and exclusion criteria, 5,466 

patients remained: 1,715 cases and 3,751 controls. Table 1 shows the top ten neoplasms 

represented in the study sample. It shows the ICD10 codes, the corresponding neoplasms 

types for each ICD10 code according to the World Health Organisation (WHO) [3], and 

the number of cases for each. 
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 Table 1. Top ten neoplasm types represented in our study sample 

ICD10 code Type N(%) 
C50 malignant neoplasms of breast 153(9%) 
C73 malignant neoplasms of the thyroid gland 147(8.6%) 

C22 malignant neoplasms of the liver and intrahepatic bile ducts 140(8.2%) 

C18 malignant neoplasms of the colon 99(5.8%) 
C64 malignant neoplasms of the kidney, except renal pelvis 87(5%) 

D43 neoplasm of uncertain or unknown behaviour of brain and central nervous 

system 

85(5%) 

C61 malignant neoplasms of the prostate 61(3.6%) 

C67 malignant neoplasms of the bladder 58(3.4%) 
D24 benign neoplasms of the breast 55(3.2%) 

C25 malignant neoplasms of the pancreas 46(2.7%) 

 

 
 The mean and standard deviation of the follow-up time for the case and 

control groups one year before the event were 624 days (SD: 188) and 731 days (SD: 

231) respectively. Table 2 shows the 10-fold cross-validation prediction performance 

assessment results for the models. RF had a slightly higher predictive performance with 

identical performance in terms of NPV (0.90) with the DT. 
 

 

Table 2. 10-fold cross-validation model performance assessment results. AUC: area under the curve; BA: 

balanced accuracy; SE: sensitivity; SP: specificity; PPV: positive predictive values; NPV: negative predictive 

values; and F1-score 

Model AUC BA SE SP PPV NPV F1-score 
DT 0.74 0.77 0.73 0.82 0.58 0.90 0.64 
RF 0.76 0.79 0.74 0.84 0.61 0.90 0.67 

 

 

4. Discussion 

The aim of this study was to develop models that predict the occurrence of a neoplasm 

within one year using medical history data obtained from the patients’ EHRs. Two 

models: DT and RF for neoplasm prediction were used. The common factors associated 

with a diagnosis of neoplasms within one or more years after their occurrence across all 

the models were: (1) age at neoplasms/event diagnosis; (2) gender; and patient medical 

history of (3) diseases of the blood and blood-forming organs and certain disorders 

involving immune mechanisms; and (4) diseases of the genitourinary system. These 

factors were associated with subsequent neoplasm development but predicted 

differently: age and male gender increased the likelihood of developing neoplasms, 

which are known risk factors as older people and males are more likely to develop 

neoplasms compared to younger and female patients [4-6].  

 This study used a small subset of the data available in the EHR. Therefore, this 

analysis is unlikely to have captured all of the variables that predict neoplasm occurrence. 

For example, while smoking and alcohol status were available and are known risk factors 
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for malignant neoplasms [7], we did not use them as most of their values in the EHR 

were either not recorded after being collected from the patient, were missing, or were not 

collected from the patients at all. 

RF showed a better performance in terms of AUC. RF model, by definition, used all 

the provided predictors, twenty-seven in our case, making it more complex in this study. 

In contrast, the DT model used only four of the input predictors, making it less complex 

model. Therefore, while RF showed better performance it was also more complex, 

whereas DT showed lower performance but was less complex model. 

5. Conclusion 

In this study, two ML models have been used to predict neoplasms (malignant and 

benign) one year prior to diagnosis. The two ML algorithms used to build the models 

were: (1) DT and (2) RF. The medical history was obtained from the EHR to construct a 

feature space for training and testing the two models. The study showed that ML 

algorithms applied to data from EHR’s could improve and support the early diagnosis of 

neoplasms. 
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Abstract. For medical informaticians, it became more and more crucial to assess 
the benefits and disadvantages of AI-based solutions as promising alternatives for 

many traditional tools. Besides quantitative criteria such as accuracy and processing 

time, healthcare providers are often interested in qualitative explanations of the 
solutions. Explainable AI provides methods and tools, which are interpretable 

enough that it affords different stakeholders a qualitative understanding of its 
solutions. Its main purpose is to provide insights into the black-box mechanism of 

machine learning programs. Our goal here is to advance the problem of qualitatively 

assessing AI from the perspective of medical informaticians by providing insights 
into the central notions, namely: explainability, interpretability, understanding, trust, 

and confidence.

Keywords. Artificial intelligence, Explainable AI, Luhmann, Confidence, Trust

1. Introduction

Artificial intelligence (AI) is now essential part of many activities in the field of medical 

informatics, not only in research but also in the healthcare setting [1, 2]. The first FDA-

approved medical device that relies on AI was the BodyGuardian ® Remote Monitoring 

System from Preventice Solutions in 2012, which detects cardiac rhythm abnormalities,

using small wearable monitors paired with a dedicated smart-phone [3]. Main reason for 

the success story of AI is the boost in prediction accuracy due to advances in digital 

documentation, computing power, (deep learning) algorithms, and wearable medical 

devices. Relevant application areas are disease diagnosis, image classification, natural 

language processing of electronic health records, biomarker discovery, and drug 

development. 

Even for medical informaticians not developing AI-based decision support systems,

it became crucial to assess the benefits and disadvantages of AI-based solutions as 

promising alternatives for many traditional tools. Besides quantitative criteria such as 

accuracy and processing time, healthcare providers are often interested in qualitative 

explanations of the solutions. For the former issue, medical informaticians could rely 

more and more on the results of explainable AI (XAI) approaches [4]. However, there 

are still many trust problems. As all three terms “explainability”, “responsibility”, and 

“trust” are often not clarified, qualitative assessments of AI frequently are frequently not 

satisfying, independently of relying on XAI or not. 
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Our goal here is to advance the problem of qualitatively assessing AI from the

perspective of medical informaticians by providing insights into the central notions and 

their relations. As a use case, we will refer to biomarker discovery for pharmacogenes as 

a step towards a comprehensive decision support systems concerning drug therapies.

Pharmacogenetics investigates the association between genetic variations and the drug 

response to help tailoring pharmacotherapy to the individual patients’ characteristics,

thereby avoiding unnecessary adverse drug events (ADE) and increasing therapeutic 

efficacy [5]. Especially stratification according to the origin of individuals is an urgent 

issue, which requires augmenting the current biomarkers with the help of AI.

2. Methods

A first step for the qualitative assessment of AI is the definition of AI as well as XAI and 

the listing of approaches for XAI relevant for making the distinction between explanation 

and interpretation. After that, the term explanation is defined with reference to scientific 

theory. Understanding, trust, and confidence are defined through reference to system 

theory of Luhmann, as it provides a holistic foundation of these notions, which allows to 

detect discrepancies in their empirical use [6,7]. The impacts of these definitions are 

discussed with respect to our use case. 

3. Results

AI is the “theory and development of computer systems able to perform tasks normally 

requiring human intelligence, such as visual perception, speech recognition, decision-

making, and translation between languages” [8]. Usually weak AI is assumed: computer 

systems are made to act as if they were intelligent, not to be intelligent. Two high-level 

approaches for achieving such intelligence are rule-based and non-rule-based. The latter 

is associated with machine learning, i.e., a computer program learns it tasks from 

available data and improves its performance with further data from the same context. AI 

methods are used as a basis for many clinical expert systems, which suggest solutions to 

problems that were previously solved by human experts alone. Such a genealogy and the 

relevance of medical decisions raise the demand for interpretations of AI solutions.

XAI provides methods and tools, which are interpretable enough that it affords 

different stakeholders a qualitative understanding of its solutions [9]. Its main purpose is 

to provide insights into the black-box mechanism of machine learning programs. The 

term “black-box” refers to the opaqueness related to the mechanisms responsible for 

producing solutions. Approaches for opening the black-box can be differentiated into 

model-agnostic and model-specific. Examples for the former ones are sensitivity analysis 

and local interpretable models (LIME). Both are not looking under hood, but tweak the 

input and observe the resulting effects, thereby gaining insights into the relevance of 

features. LIME is often used in practice, as it can model interactions by fitting surrogate 

linear models to the results of multifeatured perturbations around certain predictions

(hence local). Model-specific XAI methods rely either on the mechanism of the 

algorithm itself – e.g., decision trees allow to trace the decision paths and to extract the 

key determinants – or provide means for looking under the hood in a certain class of 

methods, e.g., relevance propagation in the case of deep neural networks.
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What should be achieved by XAI? Explainability as the name indicates, 

interpretability as the definition above suggests or understandability? Is the final goal 

trust or confidence? We locate many acceptance problems of AI in the lack of clarity and 

relevance assessment with respect to these notions. Explainability refers to the possibility 

of providing reasons (explanans) for the outcome (explanandum) of a system. There are 

many different forms for explanation: the deductive-nomological, inductive-statistical, 

causal mechanical, etc. [10]. In all cases, it is central to provide justification (reasons) 

that are comprehensible and transparent (details) at the appropriate level for the 

addressed audience. For example, in terms of causal mechanical explanation, an 

explanandum � explains an explanans �, if (i) X increases the probability of �, given 

the other explanatory factors F (statistical relevance �(� | � & �)  >  �(� | �)), and (ii) 

X fits into the causal nexus of the explanans C. An explanation for “Why does this deep 
neural net provide the best solutions?” would generally refer to components of the deep 

neural net at different levels that increases the probability of making the right predictions. 

The problem is that they are multiple explanations, and most of them won’t be satisfying 

for a non-expert. Hence, pure explainability is not sufficient for the goals of XAI. 

Interpretability is a property of an explanation that describes the extent to which the 

cognitive capacities of the addressed audience is taken into consideration. Hence, this 

notion highlights, that explanation is a social process for which understanding of the 

addressed audience should come into play. According to Luhmann, understanding is the 

result of constructing a distinction between the information provided and its form (as a 

text or verbally), which is only retrospectively perceivable in following communication 

events [11]. In other words, understanding is only measurable through ensuing activities 

and utterances of the addressed audience. The advantage of this definition is, that it can 

ignore the unsolvable problem of how to avoid the case of where someone can explain 

something without having understood it. If the following communication is compatible 

with the goal of XAI, we are fine. This does not provide a solution to the appropriate 

level of explanations; it just indicates the necessity for an – often iterative – social process 

for achieving satisfying interpretability.

The most important result of understanding in the context of XAI should be either 

trust or confidence. Following Luhmann again, trust is a decision to rely on one’s own 

expectations with respect to certain mechanisms in view of the involved risks and 

alternatives. Confidence on the other hand is a reliance on one’s own expectations 

concerning mechanisms without taking alternatives or the risks into consideration. In 

both cases, complexity is reduced by taken something for granted. Within the context of 

AI, confidence is sufficient, if the decision-making system is related to non-sensitive 

data, for example in the context of search engines or recommender systems. Especially, 

for clinical AI application, it can be important to arrive at trust. Health care providers 

know at least one alternative to an AI system: the human decision making. One should 

distinguish two levels of trust: layman trust, for which high-level explanations are 

sufficient and expert trust, which require many details. Table1 summarizes the insights 

concerning XAI in terms of central properties.

Table 1. Properties of different AI goals with one example for each of the goals.

Goals of XAI Black box Alternatives Examples
Confidence yes Not Considered “The system is already in 

use in hospital X”

Layman trust Opened slightly Considered List of features that have 
significant impacts (LIME)

Expert trust Opened fully Considered fully Results of relevance 

propagation for deep nets
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For our use case, confidence means that a new pharmacogenetic biomarker signature 

for a certain subgroup produced by an AI algorithm will be accepted by physicians not 

familiar with biomarker discovery if, for example, working groups such as CPIC

(Clinical Pharmacogenetics Implementation Consortium) will validate it. Layman trust 

is necessary, if other biomarkers for the subgroup are known to be inferred through 

classical statistical methods, in which case we provide high-level insights for physicians 

through LIME. Expert trust can be required for the CPIC validation, which must ensure 

that there are no biases in using certain AI implementations.

4. Discussion 

An implication of our results is the requirement for more stakeholder involvement, 

especially in the case of translational research. There is no one-fits-all solution of XAI. 

It needs to be adapted to the context and via a (n iterative) social process, which means 

to augment the available methods by diversified qualitative explanations. We are aware 

of the fact, that scientists are not eager to invest time in such processes, but instead of 

regulating it or creating working groups for discussing how to foster such a culture, there 

should be an intrinsic motivation for appropriate explanations. Physicians can provide 

much better feedback if they understand mechanism behind solutions.

Further research in qualitative XAI should focus on informing quantitative XAI 

methods and vice versa. A comprehensive categorization of available XAI methods in 

terms of their usefulness for qualitative explanations would also be useful for these 

methods themselves, as this could foster an understanding for which audiences these 

methods are developed and how they should be improved. In addition to that, system 

theory provides a rich arsenal of explanations regarding social settings of trust and 

understanding, which should be referred to more often. We are confident that AI will 

gain more trust through adapted social practices, not by ex-cathedra statements. 
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Abstract. Considering the growing interest towards next generation sequencing (NGS) 

and data analysis, and the substantial challenges associated to fully exploiting these 

technologies and data without the proper experience, an expert knowledge-based user-
friendly analytical tool was developed to allow non-bioinformatics experts to process 

NGS genomic data, automatically prioritise genomic variants and make their own 

annotations. This tool was developed using a user-centred methodology, where an 
iterative process was followed until a useful product was developed. This tool allows 

the users to set-up the pre-processing pipeline, filter the obtained data, annotate it using 

external and local databases (DBs) and help on deciding which variants are more 
relevant for each study, taking advantage of its customised expert-based scoring system. 

The end users involved in the project concluded that CRIBOMICS was easy to learn, 

use and interact with, reducing the analysis time and possible errors of variant 
prioritisation for genetic diagnosis. 

Keywords. Genomics, genetic variants prioritisation, user-centred design, standalone 

tool. 

1. Introduction 

Genetic variants refer to the variations found on a DNA sequence that may alter the 

individual’s anatomy, physiology, psychology, disease predisposition and drugs 

susceptibility. The detection and screening of these variants is gaining a good reputation, 

as it is becoming a very powerful tool in personalised medicine, specifically for diagnosis. 

Different tools that help researchers doing semiautomatic variant prioritisation exist in the 

market, but most of them simply do not fulfil all the users’ requirements that were detected 

during this project. Therefore, many researchers and biologists are relying on time-

consuming manual mechanisms for variant prioritisation, so their approaches are far from 

being optimised, having a huge impact on the geneticists’ productivity.  

In this paper, we present CRIBOMICS, a novel variant prioritisation tool based on 

expert knowledge. This tool was designed following a user-centred-design (UCD) 

methodology. UCD methodologies have been applied extensively to develop clinical 

applications, and have been found to be successful in this field  (1). CRIBOMICS allows 

to process raw NGS data, call genomic variants (SNPs and CNVs), filter them by various 
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features, annotate them using well-known DBs and automatically prioritise the kept 

variants according to their clinical relevance. Additionally, a customizable DB is embedded 

in the tool to allow experts to record their own findings in CRIBOMICS and have them 

available in future analysis. The automatic prioritisation process is based on the 

formalisation of experts’ knowledge into rules. Expert end-users confirmed that the tool 

facilitates variant prioritisation for genetic disease diagnosis. 

2. Methods 

The main objective of CRIBOMICS was to create an automatic tool for variant 

prioritisation that could facilitate the genetic expert workflow. To do so, an iterative UCD 

methodology was followed, where a multidisciplinary expert committee was involved in 

the entire development process, in order to conduct an evaluation after every iteration, to 

provide feedback regarding the tool usability and effectiveness in real conditions. The 

panel was established at the beginning of the project following Nielsen recommendations 

(2). 

During the initial stages, the main requirements of the end-users were collected and 

contrasted with the variant analysis guidelines defined by the ACMG (3), to make sure the 

tool would be compliant with existing standards. Afterwards, the engineering experts were 

able to define the user task scenarios, the different needed functionalities, and the overall 

system architecture. Regarding the algorithm for automatic prioritisation, its logic was 

determined by having the geneticists explain their decision-making process and the 

developers formalise it into rules that can be interpreted by the software. All the relevant 

parameters, thresholds, decision-making conditions were collected and translated to be 

embedded in the knowledge core of the system.  

On every development iteration, the experts analysed the novel features and the 

modifications in the GUI, and provide their feedback following a preestablished protocol, 

so developers can exploit the data and implement a list of enhancements on every iteration, 

until the tool fulfilled all the user requirements. The initial versions of the software focused 

on the secondary analysis, which comprises the filtering, annotation, and prioritization of 

SNPs. Then, after several iterations the committee detected the need to include new 

modules for primary analysis (alignment, quality control, variant calling), which was 

achieved by implementing the GATK pipelines for data pre-processing and germline 

variant calling (4). Finally, the same happened for CNV detection and analysis, and the 

necessary modules were developed following GATK best practices.  

3. Results 

The UCD methodology allowed us to tailor the solution to the experts’ needs and enabled 

the automatization of the process to ease their workflow by formalising their reasoning into 

a rule-based system. The iterative methodology encouraged having constant interactions 

with end-users and facilitated the development of a functional user-friendly standalone 

application that automates the prioritisation of genomic variants and can be exploited by 

specialists with no bioinformatics knowledge. 

The obtained solution combines a GUI developed using QT and Python, different analytical 

modules based on Python and other third-party tools for genome data processing and 

prioritisation (i.e. GATK, Samtools, Picard and BWA).  
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The tool allows users to analyse the data associated to a single patient’s genetic sample 

and also includes modules for duo (5) and trio analyses. In single analyses, it is possible to 

analyse both SNPs and CNVs and the process varies based on the maturity of the input data 

and given file format (BCL, FQ, BAM, VCF). CRIBOMICS includes pre-processing 

modules to perform all the steps from base calls deconvolution to variant calling, in order 

to obtain the patients’ SNPs and CNVs in VCF format. This pipeline is based on the GATK 

best practices for germline variant discovery (4). Users can tune the analytical pipeline by 

modifying several parameters; however, default parameters are set to ease the analysis.  

Once the variants are stored in the VCF format, the tool extracts all the relevant data 

regarding the detected variants and performs an initial annotation step to obtain basic 

information that may be missing (RS IDs, genes, genomic location and the effect they may 

have in the proteins). Regarding CNV analysis, also the genes that were completely or 

partially affected by each variant are collected. 

Then, the data is shown in summarised tables, and users are able to filter and annotate 

the detected variants according to various categories.  

The variants can be annotated from various sources:  

- NCBI: Clinical significance according to ClinVar, diseases associated with the 

variant or with the gene and publications found in PubMed.  

- Ensembl: SIFT prediction, Polyphen prediction and HGVSc IDs. 

- dbNSFP: MT2 prediction. 

- Internal DB: Users can store their findings in a customisable DB and their 

annotations will be available for future analyses.   

Initially, the SNPs can be filtered according to their 1)  genotype, 2) chromosome, 3) 

affected genes, 4) different quality parameters, 5) genomic location and 6) protein 

consequence. Once they are annotated, they can also be filtered by their 7) clinical 

significance and 8) predicted pathogenicity.  

CRIBOMICS also includes a proprietary scoring system that helps prioritize the 

variants during each analysis. This system is based on the experts’ decision-making process, 

that was successfully formalised into logical rules that can be interpreted by the software.  

The scoring system set of rules  considers 1) the diseases of interest, 2) the clinical 

significance of each variant, 3) the pathogenicity predictions, and 4) the diseases that have 

been found associated to the variants or the genes, to objectively classify all detected 

variants and give them a high, medium, or low relevance tag. Depending on the available 

information for each analysis, the relevance tags are assigned following different rules. For 

instance, if no diseases of interest are defined during the analysis, the algorithm only 

focuses on the clinical significance and prediction results, but if the user provides any 

disease of interest, the related diseases feature gains relevance and constrains the output of 

the algorithm. 

CRIBOMICS final output includes all the initial relevant data, the annotated 

information and the relevance score assigned to all the kept variants. This can be stored as 

an MS Excel file or in a CRIBOMICS-specific format, to be further analysed in the future. 

The current analytical workflow was designed for the existing standalone application 

(Figure 1), but as it was conceived as a modular, customizable solution, it is currently being 

migrated to a cloud environment without requiring extensive resources. 

A. Sucre et al. / Expert Knowledge-Based Genomic Variant Prioritisation Platform 47



 

Figure 1. CRIBOMICS graphical user interface 

4. Discussion 

The UCD approach that was followed proved to be effective when developing this kind of 

solution, where the final-user contributions are so relevant in order to meet their needs.   

During development it was mandatory to exploit standard or at least the most 

commonly-used tools in the field, therefore the GATK best practices (4) were followed 

during primary analysis, and the NCBI and Ensembl DBs were used for data annotation.  

According to the end-user’s evaluation, CRIBOMICS is indeed an intuitive tool that 

ease the  SNP and CNV detection and prioritisation processes, and the proprietary scoring 

system seems to be the most useful feature, that simplifies their interpretation of the data 

and allow them to reach conclusions faster, even without any bioinformatic skill. Also the 

usability of the DB was emphasised, as it helps on keeping track of new findings.  

Regarding future work, an authoring tool is currently being developed to allow experts 

to easily formalise their own prioritisation rules, and make the system customisable.  

It is important to highlight that this tool does not make decisions regarding diagnosis 

but provides experts with recommendations based on the available information and needs.  

Even if the tool has been tested by the expert committee and they have provided 

promising feedback, the tool it is still not publicly available, as it first need to overcome 

validation. This process will be performed by a larger group of experts that will evaluate: 

1) software usability, 2) results accuracy and 3) software efficiency. 
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Abstract. For guiding decisions on medical diagnoses and diagnoses, it is crucial to 
receive valid laboratory test results. However, such results can be implausible for 

the physician, even if the measurements are within the range of known reference 

values. There are technical sources of implausible results that are related to the 
laboratory environment, which are frequently not detected through usual measures 

for ensuring technical validity. Here, we describe the development of a quality 

assurance tool that tackles this problem and replaces the current manual statistical 
analyses at the Center for Laboratory Medicine in St Gallen (ZLM). Further analysis 

of the factors responsible for shifts in laboratory test results requires to collect and 

analyze data related to reagents as well as calibration or reference probes. Due to a 
lack of standard operating procedures in many laboratories with respect to these 

processes, this remains one of the big challenges.

Keywords. Clinical validation, laboratory tests, medical diagnosis, data quality

1. Introduction

Physicians rely on valid results of laboratory tests, when making decisions on diagnoses 

and therapies, especially in times of COVID testing. However, results can be implausible 

for the physician, even if the measurements are within the range of known reference 

values. In a previous work [1], we have dealt with the analysis of factors for erroneous 

laboratory test results outside the laboratory context. This kind of analysis is referred to 

as medical validation and deals with non-technical sources for implausible values, e.g., 

a value of 6.0 pmol/L for free triiodothyronine (fT3) resulting from a contaminated blood 

test of a patient without hyperthyroidism. In addition to that, there are also technical 

sources of implausible results that are related to the laboratory environment, which are 

frequently not detected through usual measures for ensuring technical validity [2,3]. For 

example, reagent lot changes (e.g., of antibodies) can be accompanied by a change of the 

calibration material that together led to a calibration curve within the same ranges as 

before, even though the related results for the patients will be shifted. In other words, 

even if measured values in a technical quality control procedure are within the range of 
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reference values, implausible test results can occur in practice. Physicians should not be 

confronted with such test results.

Here, we describe the development of a quality assurance tool with R Shiny that

replaces the current manual statistical analyses at the Center for Laboratory Medicine in 

St Gallen (ZLM). To avoid complaints of physicians and reduce the number of 

suboptimal decisions due to biased laboratory test results, the ZLM wanted to establish 

a new statistical quality assurance tool to be used in the laboratory only. Two key 

requirements were, (i) that a user with limited IT knowhow should be able to use the tool,

and (ii) that automated statistical evaluations can be triggered. In the end, the current 

manual statistical analyses are replaced using a standard frontend to perform the 

necessary validation work. Further, interactive, and annotated figures, which can be 

produced on the fly, facilitate verification of the computed statistical values.

2. Methods

First, we derived user requirements of the ZLM through user stories. A user story 

describes the features of a software system from the perspective of the user [4], for 

example: User KJ (who) wants a moving average graph for all fT3 test results from 2019-

01-01 to 2019-12-31 (what) in order detect significant shifts in the measurements (goal).

After that, we developed a mock-up to ensure to have captured all requirements. Finally, 

we developed a web-based prototype based on the R shiny framework (see [5]) and 

anonymized data related to laboratory devices stemming from laboratory information 

system of the ZLM. The decision for R as programming environment was motivated by 

the large number of packages for statistical analysis and the sophisticated visualization 

capabilities. 

In addition to that, we conducted a literature search using the PubMed database. We 

were only interested in studies that aimed at technical validation and the calibration 

process by means of statistical quality assurance. Following combination of keywords 

were used:

• "technical validation" AND "calibration" AND "quality assurance"

• "technical validation" AND "medical validation" 

• "technical validation" AND "clinical validation"

• "technical validation" AND "clinical validation" AND "statistics"

• "technical validation" AND "statistical quality control"

• "technical validation" AND "calibration process" 

• "technical validation" AND "statistical"

3. Results

In the literature research, we did not find any study that addresses with the issue of 

proactively detecting substantial changes of laboratory test results caused by technical 

processes that are not detected by common technical validation procedures. The focus is 

either on technical validation or on medical validation, neglecting the impacts of 

laboratory device changes on laboratory parameter measurements not detected in 

standard validation procedures are not tackled. We assume two central reasons for this 

unexpected result: (i) reliance on the technical validation, once it is established and (ii) 
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a high number of unreported cases in practice, especially when the shifts in the test results 

are rather minor (unknown unknowns cannot be investigated). With respect to the 

development of our tool, the outcome of the literature research meant, that we had no 

further inputs other than the requirements of our stakeholder. To facilitate 

generalizability of our prototype, we concentrated on statistical analysis that are easy to 

interpret and allowed many options for going into details, e.g., by selecting date ranges. 

Our prototype has three main tabs: monitoring (automatic evaluation), manual 

evaluation and settings. Per default, the monitoring tab is selected when accessing the 

web application. For all laboratory parameters, daily, weekly, and monthly changes of 

the median measurement values are computed and visualized with a density plot (see 

Figure 1). The median value changes are computed as (representing relative changes)

�������	�������
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�������
�

,

with t ranging over days, weeks, or months. An automated generated email is sent out by 

the prototype, when the absolute values exceed a certain threshold. Furthermore, reactive 

moving median curves are generated in a subtab of the monitoring tab, allowing to 

inspect the development of measurement values. Within the manual evaluation tab, a

broader range of statistical analyses becomes available, e.g., hierarchical clustering and 

statistical tests, allowing the user to investigate possible reasons for certain changes. 

Figure 1. Density plot of relative changes of the median (y) for fT3 values with corresponding thresholds 

(Schwellenwert), for which only the right one (here the 90% percentile) is relevant in our datasets.

We discovered on our data, that the most important insights were given by the 

moving median curves of the measurement values summarized per week (daily data were 

too granular and monthly data too coarse). The user of our prototype is enabled to change 

the smoothing parameter to determine whether to focus on short- or long-time effects 

(trends). In Figure 1, the relevant shift of the fT3 measurements in December 2015 is 
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clearly discernible. Due to the interactivity of the graphs, by using the R-package plotly, 

the user gets annotation of data points and can zoom in and out. The reason for the peak 

in January 2015 is not known.

Figure 2. Moving median curve for the fT3 values in a reactive plotly graph.

4. Discussion

Proactively detecting substantial changes of laboratory test results caused by technical 

processes that are not detected by common technical validation procedures is still 

uncommon, as there is often reliance on the technical validation. For the analysis of 

factors outside standards technical validation responsible for shifts in laboratory test 

results, it is crucial to include valid data related to reagents, calibration, or reference 

probes in addition to time series of test result values. Due to a lack of standard operating 

procedures in laboratories, this remains one of the big challenges.

An implication of substantial changes of laboratory test results is the adjustment of 

the corresponding reference intervals. At the ZLM, there is a standardized procedure for 

setting a reference interval. The prototype will increase its usefulness, when it integrates 

and enriches this procedure, allowing to address all issues around the shifts of 

measurement values. Following insight should be considered in this context [6]:

“Analytical factors and pre-analytical factors need to be considered, along with 

partitioning on the basis of sex or age, either as part of a reference interval study or when 

interpreting other studies.”
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Abstract. Background: Diabetic nephropathy (DN) is one of the long-term 

complications of patients with type 2 diabetes. The leading causes of DN are high 
blood glucose and hyper systolic blood pressure. Methods: A retrospective cohort 

study was performed to explore the effects of high blood sugar and hyper systolic 

blood pressure on DN among 660 non-insulin-dependent diabetes mellitus. Data 
was collected from the HosXP program and medical records from 2016 to 2020. 

The Forest plot was used to examine the effect of hypertriglyceridemia and hyper 

systolic blood pressure with DN. Results: The results confirmed that the factors 
associated with DN were male, age ≥ 60years, diabetic duration ≥ 10 years, 

systolic BP ≥ 130 mmHg, and HbA1c ≥ 6%. Conclusion: The health promotion 

program should be comprised of the control of blood glucose and systolic blood 
pressure procedure especially male patients with age ≥ 60 years and diabetic 

duration ≥ 10 years. 

Keywords. Chronic kidney disease, albuminuria, glomerular filtration rate, 

diabetic duration 

1. Introduction 

Diabetic nephropathy (DN) is one of the long-term complications of patients with both 

type 1 and type 2 diabetes mellitus. Diabetic nephropathy affects the function of kidney 

failure to remove waste products and superfluous fluid from the body. The leading 

causes of DN are hypertriglyceridemia and hyper systolic blood pressure [1,3]. The 

best way to prevent or delay diabetic nephropathy is by maintaining a healthy lifestyle 

and controlling blood glucose and blood pressure. In this study, the effects of 

hypertriglyceridemia and hyper systolic blood pressure on diabetic nephropathy among 
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Thai patients with non-insulin-dependent (NIDDM) are explored for the improved 

management of this disease. 

2. Methods 

Study design: A retrospective cohort study was used to examine the effects of 

hypertriglyceridemia and hyper systolic blood pressure to diabetic nephropathy among 

Thai patients with non-insulin-dependent. 

Population: The population included 2,303 type non-insulin dependent diabetes 

mellitus who attended the diabetes care clinic of Mahachanachai Hospital, Yasothorn 

Province in the North-East region of Thailand. The characteristics, clinical and 

biochemical data of the patients were recorded during the period from October 1st, 

2016 to September 30th, 2020. 

Sample: 660 eligible cases of type non-insulin dependent diabetes mellitus 

attending the diabetes care clinic of Mahachanachai Hospital, Thailand. 

Inclusion criteria:  Inclusion criteria included patients with type 2 diabetes over the 

age of 18 years, free of DN and free from diabetic complications like retinopathy, 

neuropathy, peripheral vascular disease, or coronary artery disease at baseline. 

Exclusion criteria: Exclusion criteria were type 2 diabetes patients who had 

additional complications approximating retinopathy, neuropathy, peripheral vascular 

disease, or cardiovascular disease during the follow up period and who did not have 

complete data for kidney diseases assessment and patients who did not have complete 

data regarding the biochemical parameter such as, triglyceride and systolic blood 

pressure. 

Outcome measures: The identification of DN in type 2 diabetes patients was based 

on the Thai National Kidney Foundation 2002 criteria for diagnosis, which used an 

eGFR of less than 60 ml/min/1.73 m2, a urinary albumin/creatinine ratio (UACR) 

of30-300 mg/g, or positive Microalbuminuria dipstick test ≥ 1+ the same criteria as 

followed in the other studies [2,3]. 

Data collection: This study used secondary data which collected from the HosXP 

program and medical records from 2016 to 2020 at Mahachanachai Hospital, Thailand. 

Statistical analysis: Descriptive statistics were used to define the characteristics of 

the subjects. The 95% CI of adjusted OR from multiple logistic regressions were used 

to examine the effects of hypertriglyceridemia and hyper systolic blood pressure with 

DN. Backsword method was used to examine risk factors of DN. These effects were 

presented by the forest plot. 

Ethic Declarations: Approval from the Ethics Committee for Research Involving 

Human Subjects of Mahasarakham University, Thailand was attained before the study 

was carried out (PH057/2561). The information of respondents that was obtained 

through medical records and medical electronic data were kept confidential and 

anonymous. 

3. Results 

The results from the multiple logistic regression with a backward method confirmed 

that the factors associated with diabetic nephropathy were male, age ≥ 60years, diabetic 

duration ≥ 10 years, systolic BP ≥ 130 mmHg, and high blood sugar (HbA1c ≥ 6%). 
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However, smoking and alcohol consumption were not statistically significantly 

associated with DN (Table 1). 

Table 1 Factors associated with DN. 

Factors adjusted OR P-value 95%CI of OR 
Lower Upper 

male 1.69 .003 1.28 2.14 

age ≥ 60years 1.58 .005 1.18 2.00 
diabetic duration≥ 10 years 1.35 .008 1.04 1.92 

BP ≥130 mmHg 1.41 .025 1.06 1.80 

HbA1c ≥ 6% 1.94 .020 1.44 2.11 

The radar plot was created by using the adjusted OR from multiple logistic 

regression with a backward method to examine risk factors of DN. The results showed 

that high blood sugar (HbA1c ≥ 6%) is a higher effect on DN, the second is male and 

follow by age ≥ 60years, BP ≥130 mmHg, and diabetic duration≥ 10 years. Figure 1. 

 

Figure 1 Radar plot present the magnitude of the effect from risk factors to DN. 

The adjusted OR and 95%CI of OR were used to create the Forest plot. A Forest 

plot was used to explain approximately the accuracy of the effect of risk factors on DN. 

The results showed that the effect of high blood sugar (HbA1c ≥ 6%) is the most far 

from 1 and followed by male (HbA1c ≥ 6%) Figure 2. 

Factors     
male         
age ≥ 60years       
diabetic duration≥ 10 years      
systolic BP ≥ 130 mmHg      
HbA1c ≥ 6%      
      
                  1                2                   3  
    *     = adjusted OR    95%CI of adjusted OR 

Figure 2. Forest Plot of 95%CI of adjusted OR. 

4. Discussion 

The results confirmed that the significant factors associated with diabetic nephropathy 

were male, age ≥ 60years, diabetic duration ≥ 10 years, systolic BP ≥ 130 mmHg, and 

high blood glucose level (HbA1c ≥ 6%) are the high magnitude and strongest 
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associated with DN in non-insulin-dependent diabetes mellitus patients. These results 

are similar to previous studies of Elmarakby et al. [1] and Alrawahi et al. [4].  High 

blood sugar levels can damage the small blood vessels of the nephron especially those 

who cannot control blood sugar for a long time [1,5]. In addition, the blood vessels of 

the elderly patients must be weekend by age [5] including quite a lot of patients with 

diabetes who also have high blood pressure, which can cause damage to blood vessels 

of the nephron [4]. All so, blood pressure is the strength of blood pushing against blood 

vessels, including in the kidneys. When the blood vessels in the kidneys are damaged, 

this stretching weakens blood vessels in the nephron, they cannot function to remove 

wastes and extra fluid from the body. However, smoking and alcohol consumption 

were not statistically significantly associated with DN could be due to inequalities in 

several factors including study design, source of population, definition, and suitable 

information. 

5. Conclusions 

The screening approaches should be emphasized especially in male patients and those 

with age more than 60 years including duration of diabetes ≥ 10 years. Control of blood 

sugar and systolic blood pressure should be included in health promotion programs for 

the patients to result in delaying nephropathy in non-insulin-dependent diabetes 

mellitus patients. 
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Abstract. Public perception about vaccines is imperative for successful vaccination 

programs. This study aims to measure the shift of sentiment towards vaccines after 

the COVID-19 outbreak in the Arab-speaking population. The study used vaccine-
related Arabic Tweets and analyzed the sentiment of users in two different time 

frames, before 2020 (T1) and after 2020 (T2). The analysis showed that in T1, 

48.05% of tweets were positive, and 16.47% of tweets were negative. In T2, 43.03% 
of tweets were positive, and 20.56% of tweets were negative. Among the Twitter 

users, the sentiment of 15.92% users shifted towards positive, and the sentiment of 

17.90% users shifted towards negative. Public sentiment that have shifted towards 
positive may be due to the hope of vaccine efficacy, whereas public sentiment that 

have shifted towards negative may be due to the concerns related to vaccine side 

effects and misinformation. This study can support policymakers in the Arab world 
to combat the COVID-19 pandemic by utilizing tools to understand public opinion 

and sentiment. 

Keywords. Sentiment analysis, Twitter, Arab, Arabic tweet, COVID-19 

1. Introduction 

Vaccinating people is thought to be one of the crucial factors that can mitigate the spread 

of the COVID-19 pandemic. With a large number of people being vaccinated, people 

can return to a more normal and likely cautious lifestyle as restrictions are eased [1]. 

Researchers and healthcare professionals worldwide are working to develop an effective 

vaccine to prevent novel coronavirus strains. However, the success of vaccination 

programs relies upon their public acceptance. Vaccination intentions are influenced by 

vaccine efficacy, side effects, mistrust in health care, political concern, health inequality 

in an ethnic minority and rapid development of vaccines [2]. Exposure to misinformation 

about the safety and effectiveness of vaccines through online social media often leads 

people to feel pessimistic and hesitant [3]. 

Twitter is one of the most popular microblogging social media platforms in the 

world [4]. Sentiment analysis based on tweets can measure public opinions, attitudes and 

emotions toward an entity [5]. However, it often becomes difficult to find out the exact 

meaning of the text when facing short and ambiguous Twitter messages. In this study, 

sentiment analysis was performed on vaccine-related Arabic tweets to observe public 

attitudes towards vaccines after the outbreak of COVID-19. It is hoped that this study 
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will support understanding the public sentiment about COVID-19 vaccines in the Arab 

world. 

2. Methods 

2.1 Data collection 

Twitter Academic Research API [6] was used to access vaccines-related public tweets. 

Tweets were searched using key Arabic words. The search terms included “الطفولة" OR 

 Python Tweepy library was used to .”لقاح“ OR ”تطعيمات“ OR ”تطعيم“ OR ”لقاحات"

download the data into the PostgreSQL database. The downloaded data was processed 

to extract tweets and their metadata such as ID, timestamp, text, author ID, number of 

likes, retweets and replies, and author profile information, including followers. The IDs 

of tweets were used as primary key of the table in the database to avoid duplicate entries 

of tweets. 

2.2 Data Preprocessing 

The downloaded data was preprocessed before the analysis. First, retweets were removed 

using string “RT @|RT@” that exists in tweet. Next, tweets of verified users were 

removed as these users are often government entities and celebrities which may not 

represent public opinion. After that, punctuation, links, mentions, hashtags, and 

stopwords were removed. Further, text was processed to remove emojies and special 

characters. Next, the data was separated into T1 (01 August 2009 to 31 December 2019) 

and T2 (01 January 2020 to 15 February 2021). Finally, users who posted at least one 

tweet in both periods were included in the study data. Figure 1 demonstrates the steps 

included in data preprocessing. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Data preprocessing                                Figure 2. Flowchart of selection of tweets 

2.3 Data Analysis 

Python Textblob library [7] was used to find sentiment of each word within a range from 

-1 to +1. Tweets were labelled as positive (>0 to +1), negative (<0 to -1), and neutral 

Removal of retweets 

Removal of verified user 
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link, stop words, hashtag 
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only in single period 
757847 tweets in 

posted both period 
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(exact 0). If all the words in a sentence are positive, the polarity is high. Similarly, if all 

the words in a sentence are negative, the polarity is low. If any sentence has both positive 

and negative words, polarity is calculated by the summing positive and negative scores. 

The sentiment shift of users is measured from T1 towards T2. The shift in sentiment is 

defined as Negative to Positive (N2P), Neutral to Positive (U2P), Negative to Neutral 

(N2U), Positive to Negative (P2N), Neutral to Negative (U2N) and Positive to Neutral 

(P2U). The positive shift in sentiment is measured by (N2P, U2P, N2U), and the negative 

shift in sentiment is measured by (P2U, P2N, U2N). No change in sentiment is measured 

by (U2U, P2P, N2N). 

3. Results 

3.1 Collection of Tweets after filtering steps 

The search returned nearly 5.5M (5,487,570) tweets. It was found that most of the tweets 

were from the Kingdom of Saudi Arabia (KSA). People from Egypt, United Arab 

Emirates, Jordan, and Qatar also shared vaccine information through tweets. About 3.5M 

(3,554,985, 64.78%) retweets were removed, which left about 2M (1,932,585, 35.72%) 

unique tweets. A total of 154K (154,925, 8.01%) tweets were removed as they belonged 

to verified users. After these exclusions, about 1.78M (1,777,660) public tweets were 

left. After that, tweets from 74,240 users who posted at least one tweet in both time 

periods were selected, which were 757,847 tweets. Finally, sentiment analysis was 

performed on these selected tweets. Figure 2 illustrates the overall filtering steps. 

3.2 Shift of Sentiment in Arabic Tweets 

Table 1. Summary of Sentiment analysis results on Arabic tweets 

Period Positive  Negative  Neutral 

T1 112933 (48.05%) 70897 (16.47%) 101359 (35.59%) 

T2 203204 (43.03%) 97159 (20.56%) 172063 (36.41%) 

Table 1 shows the result of the overall sentiment analysis in both periods. In T1, 

112,933 (48.05%) tweets were positive, 70897 (16.44%) were negative and 101,359 

(35.59%) were neutral. In T2, 203204 (43.03%) tweets were positive, 97,159 (20.56%) 

were negative and 172,063 (36.41%) were neutral. Among the 74,240 Twitter users, the 

sentiment of 15.92% (n=11819) users shifted towards positive from T1 to T2, with 5645 

users shifted as U2P, 1,928 users shifted as N2P and 4,246 users shifted as N2U. Whereas 

the sentiment of 17.90% ( n =13,294 ) users shifted towards negative from T1 to T2, with 

3142 users shifted as P2N, 6,567 users shifted as P2U and 3,585 users shifted as U2N. 

The sentiment of 66.17% (n =49,127) users did not change (P2P, U2U, N2N) during 

these two periods. 

4. Discussion 

This study found that almost half of the tweets regarding vaccines were positive before 

COVID pandemic. However, a decrease in positive sentiment and an increase in negative 
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sentiment were observed after the COVID-19 outbreak. Users with positive sentiment 

mainly posted tweets about vaccine effectiveness, and they were optimistic about the 

role of government and healthcare authorities. Some of the users posted negative tweets 

regarding the new vaccines for COVID-19, and lack of informations about the side 

effects of the newly developed vaccines. Negative sentiment users also claimed that the 

overall vaccine effectiveness has not been studied and expressed concerns to be 

vaccinated. Some users were neutral in expressing their thought in both periods, and 

continuously posted neutral tweets. These neutral tweets mainly included vaccine 

development and vaccine distribution information. In general, users discussed vaccine 

efficacy and side effects in their tweets. 

This study has a few limitations. The method calculated polarity based on linguistic 

analyses, which may not always be reliable. The tweets were collected in February 2021. 

As public sentiment may change over time, data collection, analysis and continuous 

monitoring are necessary to keep track on the latest sentiment. 

Twitter dataset used in this study and other relavant files are available at online 

appendix https://github.com/rafiulbiswas/PSVA. 

5. Conclusions 

From a public health perspective, vaccination is the only way to fight against the COVID-

19 pandemic. This study described how vaccination intention varied within two-time 

frames among the Arab-speaking people based on their native language tweets. The 

reasons for shifting sentiment downwards need to be analyzed broadly in future studies. 

We believe this study would support policymakers in taking the necessary steps to be 

more informed about developing a successful vaccination program in the Arab world. 
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Abstract. Polypharmacy in elderly is a public health problem with both clinical 

(increase of adverse drug events) and economic issues. One solution is medication 

review, a structured assessment of patients’ drug orders by the pharmacist for 
optimizing the therapy. However, this task is tedious, cognitively complex and 

error-prone, and only a few clinical decision support systems have been proposed 

for supporting it. Existing systems are either rule-based systems implementing 
guidelines, or documentary systems presenting drug knowledge. In this paper, we 

present the ABiMed research project, and, through literature reviews and 
brainstorming, we identified five candidate innovations for a decision support 

system for medication review: patient data transfer from GP to pharmacists, use of 

semantic technologies, association of rule-based and documentary approaches, use 
of machine learning, and a two-way discussion between pharmacist and GP after the 

medication review.

Keywords. Polypharmacy, Medication review, Clinical decision support system

1 Corresponding Author, Jean-Baptiste LAMY; E-mail: jean-baptiste.lamy@univ-paris13.fr.

Informatics and Technology in Clinical Care and Public Health
J. Mantas et al. (Eds.)
© 2022 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI210859

61



1. Introduction

Many elderly patients suffer from multiple chronic disorders and receive polypharmacy 

(i.e. 5 drugs or more). It is both a public health and an economic issue. Each new drug 

administered in polypharmacy increases the risk of adverse events by 12-18% [1], e.g.
recently, many drugs (including anti-inflammatory) increased the symptoms of Covid-

19. Both the drugs and the hospitalization caused by the adverse events have a high cost 

for health insurances. Finally, reducing polypharmacy is also beneficial for achieving the 

UNO goal of a more sustainable consumption.

One solution is medication reviews (MR) [2], a structured assessment of patients’ 

drug orders for optimizing the drug use and to improve health outcomes. In MR, the 

pharmacist assesses the patient observance and tolerance, and wrote a synthesis with 

recommendations for the GP. MR can reduce polypharmacy and save money, without 

lowering the quality of care [3]. However, few pharmacists are engaged in MR, because 

it is a tedious and highly cognitive task that requires specific knowledge in geriatrics. It 

requires to collect the patient data (often available in the GP's patient records, but not in 

the pharmacist's ones), to assess the interactions and adverse effects of 5-20 drugs, to 

identify inappropriate or missing drugs (e.g. by manually applying the numerous rules in 

the existing recommendations [4]) and to write the synthesis.

Few clinical decision support systems (CDSSs) were proposed for MR. Rule-based 

systems aim at detecting inadequate prescriptions, either by implementing guidelines [5] 

or by letting users build their rule base [6]. Documentary systems provide information 

on demand. They typically present the drugs the patient takes on a table, and displays 

their interactions and potential adverse effects, e.g. [7]. Semantic web technologies are 

known to improve CDSSs [8], but have not yet been applied to MR.

ABiMed (Aide au Bilan de Médication, medication review support in English) is a 

research project funded by the French research agency. The objectives of ABiMed are to 

design and evaluate a clinical decision support system for facilitating medication reviews 

and reducing polypharmacy, which combines rule-based and documentary approaches. 

The system is destined to pharmacists (for MR) and GPs (for preventing polypharmacy 

when prescribing). In this paper, we present the project and the five candidate 

innovations we identified for decision support for medication reviews.

2. Methods

Candidate innovations for a CDSS devoted to MR and polypharmacy were identified 

through literature reviews and multidisciplinary collective brainstorming sessions. Two 

systematic literature reviews were performed, the first targeting guidelines and 

recommendations for MR and the second targeting CDSSs for MR. These reviews are 

still under progress before publication.

Brainstorming sessions involved all partners of the project: an academic research 

lab in medical informatics (LIMICS), an enterprise developing medical software (EIG 

Santé), and two clinical partners: an association performing continuing medical 

education (SFTG) and a territorial professional health community (CPTS 13). Participant 

backgrounds include pharmacy, primary care, hospital medicine, and computer science; 

with several persons having a double competence. Due to Covid-19, meetings were 

performed online.
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Figure 1. General overview of ABiMed (numbers match those in the text).

3. Results

We identified five candidate innovations that we will include in our CDSS (Figure 1):

(1) We will automatically extract patient data from GP electronic health records 

(EHR) and transfer it to the pharmacist. Current CDSSs are not linked to EHR when they 

target pharmacists, due to the wide number of EHR vendors. We will rely on the French 

shared health records (DMP) for accessing data, and on natural language processing 

(NLP) tools [9] for extracting concepts from plain text medical reports.

(2) We will use semantic technologies, such as formal ontologies and the SPARQL 

query language. They facilitate the management of several granularity levels, e.g.
specific disorders in patient data vs more general disorder categories in rules from 

guidelines.

(3) We will combine a rule-based system implementing the recommendations from 

guidelines for MR with a documentary system presenting drug knowledge. It will rely 

on the visual analytics we developed previously for clinical trial data [10]. Preliminary 

results on the visualization of drug-drug interactions with graphs are promising [11].

(4) We will also rely on machine learning for learning deprescribing behaviors from 

large prescription databases such as the reimbursement data of the French health 

insurance. The objective is to learn real-life deprescription rules, possibly different from 

those in the guidelines. For instance, guidelines recommend stopping benzodiazepines, 

but GPs said that patients often ask for them at the next consultation. Thus, we may learn 

that benzodiazepines are not the best candidates for deprescription.

(5) We will experiment a two-way discussion between the pharmacist and the GP 

after the MR, instead of the traditional one-way communication mode, through the 

textual synthesis sent by the pharmacist to the GP.

4. Discussion and conclusion

Through literature reviews and brainstorming, we identified five innovations that have 

the potential of improving decision support for MR and polypharmacy management. 

There is a mix of technical innovation (e.g. 4), combination of existing technics (3) or 

application of known technics to MR (1, 2), and organizational innovation (5). These 

innovations still have to be properly implemented and evaluated in clinical settings. The 
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ABiMed project includes both in vitro and in vivo evaluation, aimed at showing a positive 

impact of the proposed CDSS on medical prescriptions.

In the literature, EHR data extraction was proposed for CDSSs for physicians, but 

rarely for pharmacists, because the data is not at the pharmacist office. Semantic 

technologies are commonly used for CDSSs, but they have rarely been implemented for 

MR. A few systems tried to associate rule-based and documentary approaches, such as 

PRIMA-eDS [12]. Finally, no machine learning approaches have been proposed for MR 

and very few for drug therapy in general, despite a recent study showed that machine 

learning was better than traditional methods (i.e. if-then rules implemented from 

guidelines) for the automatic detection of at-risk prescriptions at hospital [13].
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Abstract. The goal of this study was to build a machine learning model for early 

prostate cancer prediction based on healthcare utilization patterns. We examined the 
frequency and pattern changes of healthcare utilization in 2916 prostate cancer 

patients 3 years prior to their prostate cancer diagnoses and explored several 

supervised machine learning techniques to predict possible prostate cancer 
diagnosis. Analysis of patients’ medical activities between 1 year and 2 years prior 

to their prostate cancer diagnoses using XGBoost model provided the best prediction 

accuracy with high F1 score (0.9) and AUC score (0.73). These pilot results 
indicated that application of machine learning to healthcare utilization patterns may 

result in early identification of prostate cancer diagnosis.

Keywords. Prostate Cancer, Big Data Analytics, Machine Learning

1. Introduction

Early discovery of cancer has crucial ramifications on the disease prognosis. In the recent 

meta-analysis of seven major cancers, even a 4-week delay in cancer treatment was 

associated with increased mortality across systemic treatment, surgical and radiotherapy 

indications [1]. A number of observational studies reported differing patterns in 

healthcare utilization before and after cancer diagnosis [2-3]. Significant differences 

were found in healthcare utilization patterns preceding cancer diagnosis as compared to 

matched non-cancer patients [4] including patients with prostate cancer [5]. Previous 

studies demonstrated utility of claims-based approaches for building predictive models 

in prostate cancer [6]. Based on these resent reports, we hypothesized that healthcare 

consumption preceding a diagnosis of prostate cancer may exhibit specific patterns 

which can be used for early cancer prediction. As machine learning approaches have 

been shown to be particularly instrumental in identifying characteristic data patterns in 

building predictive models, supervised machine learning techniques have been employed 

in this project. Thus, the goal of this pilot study was to analyze the frequency and pattern 

changes of patients’ medical activities 3 years prior to their prostate cancer diagnoses,

and to build machine learning models based on their medical activities to predict possible 

prostate cancer diagnosis within the near future.
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2. Method

A de-identified analytical dataset has been constructed from electronic health record at 

Mount Sinai Health System in New York City comprising patients who were diagnosed 

with prostate cancer between 01/2009 and 12/2019. Since we aimed to monitor patients’ 

medical activity frequency and pattern prior to their prostate cancer diagnoses, we

extracted these patients’ medical activities such as medical procedures, lab tests and 

radiology, 3 years prior to their cancer diagnoses. We only included patients who have 

at least 3 procedures or tests.

In predictive modeling, we used 84 predictive variables, which spanned through 3 

groups: lab test, radiology and procedures representing the entire spectrum of care 

utilization. All predictive variables were continuous, and the value indicated the number 

of times a patient had done a test. XGBoost model was used to select most informative 

features out of the initial 187 types of lab tests. We included all features where the feature 

importance was over 0.05. In the end, 67 variables were selected. We also summarized 

lab tests into 4 parent groups using standard Logical Observation Identifier Names and 

Codes (LOINC) codes. The 4 parents groups are: Chem_drug_tox_chal_sero_allergy, 

urine, MassMolConc and CellDiffCoun. There were 5 variables related to radiology: X-

Ray, MRI, CT, PET/CT and ultrasound. In addition, we also categorized all procedures 

into 8 groups using Current Procedural Terminology (CPT) codes. The procedure groups 

we included were: chemistry procedures, hematology procedures, organ disease panel,

urinalysis procedures, immunology procedures, microbiology procedures, therapeutic 

drug assays and cardiovascular procedures.

We constructed 4 datasets with different time cut off points for target variables. The 

target variable was binary with indication of cancer. In the first dataset, we defined lab 

tests or procedures performed greater than 2 years and less than 3 years prior to diagnoses, 

as the timeframe for no cancer. We defined tests or procedures performed within 1 year 

of cancer diagnoses as time period with cancer. In the second dataset, we defined lab 

tests or procedures performed greater than 1 year and less than 3 years prior to diagnoses, 

as the timeframe for no cancer; and tests or procedures performed within 1 year of cancer 

diagnoses as time period with cancer. In the third dataset, we defined lab tests or 

procedures performed greater than 2 year and less than 3 years prior to diagnoses, as the 

timeframe for no cancer; and tests or procedures performed within 2 years of cancer 

diagnoses as time period with cancer. In the last dataset, we defined lab tests or 

procedures performed greater than 1 year and less than 2 years prior to diagnoses, as the 

timeframe for no cancer; and tests or procedures performed within 1 year of cancer 

diagnoses as time period with cancer.

In model training, each dataset was randomly divided into 80% training and 20% 

testing. We compared 3 machine learning models: Support Vector Machine (SVM),

Random Forest (RF) and XGBoost (XGB). We tuned hyper parameters and performed 

3-fold cross validation to choose the best hyper parameters using the training set. In the 

end, we applied the best-tuned model for each algorithm to the testing set and calculated 

accuracy, precision, recall, F1 score and area under the curve (AUC) accordingly. 

3. Results

There are 2916 number of records in the first dataset; 724 patients had records of lab 

tests and procedures that are greater than 2 years and less than 3 years prior to the 
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diagnoses; and 2174 patients had records of tests and procedures within 1 year of prostate 

cancer diagnoses. XGBoost model performed the best (Table 1), since it has the highest 

F1 score (0.9) and AUC score (0.73).

In the second dataset, 1108 patients had medical activities greater than 1 years and 

less than 3 years prior to the prostate cancer diagnoses. In contrast 2159 patients had 

medical activities within 1 year of cancer diagnoses. Both XGBoost model and random 

forest model performed well in this subset (Table 1), as they both have high AUC score 

(0.69) and F1 score (0.82). 

In the third dataset, 742 patients had medical activities greater than 2 years and less 

than 3 years prior to their cancer diagnoses, and 2196 patients had medical activities 

within 2 years of their diagnoses. According to Table 1, although SVM model produced 

the highest AUC score (0.74), the F1 score (0.83) and recall (0.77) were both low, 

compared to the other 2 models (F1 score = 0.88, recall 0.92).

In the fourth dataset, 918 patients had medical activities greater than 1 year and less 

than 2 years prior to their diagnoses, and 2174 patients had medical activities within 1 

year of their cancer diagnoses. All 3 models produced the AUC score (0.68), with random 

forest generated the highest F1 score (0.86).

Table 1. Results of predictive models. 

Accuracy Precision Recall F1 AUC
Dataset 1

XGB 0.84 0.87 0.93 0.90 0.73

SVM 0.72 0.89 0.73 0.80 0.72

RF 0.83 0.85 0.95 0.89 0.70

Dataset 2
XGB 0.75 0.80 0.84 0.82 0.69

SVM 0.67 0.83 0.65 0.73 0.68

RF 0.75 0.80 0.84 0.82 0.68

Dataset 3
XGB 0.8 0.84 0.92 0.88 0.69

SVM 0.76 0.89 0.77 0.83 0.74

RF 0.8 0.84 0.92 0.88 0.69

Dataset 4
XGB 0.77 0.80 0.90 0.85 0.68

SVM 0.69 0.83 0.70 0.76 0.68

RF 0.79 0.80 0.94 0.86 0.68

4. Discussion

Overall, models in the first dataset has the highest AUC scores, and models in the fourth 

dataset had the lowest AUC scores. The time cut off point for the first dataset was within 

1 year for cancer and greater than 2 years and less than 3 years prior to the diagnosis for

no cancer in this time period. In contrast the time cut off point for the last dataset was 

within 1 year for cancer and greater than 1 year and less than 2 years prior to the diagnosis 

for no cancer. Thus, patterns of patients’ medical activities were more likely to change 
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between 1 year and 2 years prior to their prostate cancer diagnoses. In addition, the 

frequency of patients using medical services increased significantly when closer to the 

diagnoses. 

XGBoost model performed well for all four datasets. Although the SVM model from 

the third dataset had the highest AUC score, this model produced relatively low F1 score 

and recall. Since we aimed to find the best overall model, we selected the XGBoost 

model from the first dataset. It has the highest F1 score (0.9) and second highest AUC 

score (0.73) among all models. By examining the feature importance of this model, we 

found that PSA (Prostate-Specific Antigen) test, microbiology procedures, chemistry 

procedures, organ disease panel and aPTT (activated partial thromboplastin time) blood

test were the top 5 factors, which indicates that a change of these tests and procedures’ 

frequency and patterns was highly associated with possible prostate cancer diagnoses 

within 1 or 2 years.

In future studies, we plan to optimize our predictive features. We will explore 

various methodologies to summarize LOINC codes and CPT codes. And we will also 

examine medication intake prior to cancer diagnoses. In addition, we will expand our 

studies to 5 years prior to patients’ prostate cancer diagnoses and explore various time 

cut off points in relationship to the pattern of patients’ medical activities.

5. Conclusion

In this study, we examined the frequency and pattern changes of patients’ medical 

activities 3 years prior to their prostate cancer diagnoses and built machine learning 

models based on their medical activities to predict possible prostate cancer diagnosis 

within the near future. XGBoost model from the first dataset performed the best, with 

high F1 score (0.9) and AUC score (0.73). Frequency and patterns of patients’ medical 

activities would change between 1 year and 2 years prior to their prostate cancer 

diagnoses. The results indicated that further exploration of this approach is warranted.
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Abstract. In this study, we tested the quality of the information extraction algorithm 

proposed by our group to detect pulmonary embolism (PE) in medical cases through 

sentence labeling. Having shown a comparable result (F1 = 0.921) to the best 
machine learning method (random forest, F1 = 0.937), our approach proved not to 

miss the information of interest. Scoping the number of texts under review down to 

distinct sentences and introducing labeling rules contributes to the efficiency and 
quality of information extraction by experts and makes the challenging tasks of 

labeling large textual datasets solvable. 

Keywords. Natural Language Processing, Pulmonary Embolism, Neurosurgery, 

Machine Learning 

1. Introduction 

The reliability of classification or regression by machine learning based on natural 

language processing (NLP) largely depends on the primary textual data quality and the 

target variable's validity. Data labeling in medicine is usually performed by medical 

experts. The primary extraction of information from a body of unstructured narrative 

texts is a non-trivial task, especially for non-professionals in NLP [1]. Extracting 

information from tens of thousands of case records, even by a group of experts, can take 

an unreasonably enormous amount of time, and the reliability of the final result is still 

questionable. Our previous study demonstrated a moderate level of agreement between 

experts assessing the same medical records [2]. Therefore, the parallel extraction of 

information from one massive textual source by different healthcare professionals 

necessitates resolving the disagreements, which is also laborious. 

Our group has previously proposed an algorithm for semi-automatic information 

extraction (IEA, information extraction algorithm) from unstructured texts written in 

natural language (patent RU2751993C1) [3]. The essence of the algorithm is in the 

decoding of distinct phrases - microcontexts (for example, n-grams) containing words 
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from the lexicon, used to describe the sought phenomenon. When retrieving information 

about relatively rare facts, the size of the micro contexts can be expanded to complete 

sentences. Thus, significantly narrowing the scope of the texts to analyze down to certain 

sentences dramatically saves time and other costs for specific information extraction. We 

assume it is possible to extract the information on various phenomena related to a 

medical case summarizing the set of distinct sentences labeled with our algorithm. In this 

study, we assessed the quality of information extraction about pulmonary embolism (PE) 

following neurosurgical interventions using the proposed method of information 

extraction based on sentences labeling. 

2. Methods 

The data for the study were obtained from the Electronic Health Records (EHR) of the 

National Medical Research Center of Neurosurgery, named after academician N.N. 

Burdenko (Moscow, Russia) for the period between 2000 and 2017 (90 688 cases). We 

queried the database with keywords related to the PE lexicon in Russian. Thus, the 

clinical narrative texts in which PE was mentioned or suspected were retrieved. The 

clinical corpus was constructed with postoperative daily notes, examinations, 

postmortem findings, and other relevant documents typed on a keyboard with free text. 

All health records were screened by three similarly skilled neurosurgeons independently. 

The experts with an overall working experience of 7-11 years had been previously trained 

in neurosurgical residency at N.N. Burdenko Neurosurgery Center. These coders had 

small comparable experience in labeling data from approximately 2000 health records. 

However, no expert was specially trained for PE detection task. The texts were presented 

to the experts in a special software designed to focus on medical texts only. Each expert 

was asked to label the cases with either “PE detected” or “No PE detected” or “the fact 

of PE could not be well-verified.”  The disagreements between the experts were resolved 

with the involvement of the fourth expert. 

All the records were also independently screened by the first author of this article, 

with the methodology described in our previous publications [2–5]. The text was 

tokenized into sentences and then into lemmatized words. The unique lemmas were 

screened to select those likely related to or certainly used in the PE description. All the 

sentences containing the initial words matching all selected lemmas were then reviewed 

to label with “PE detected” or “No PE detected” or “the fact of PE could not be well-

verified” categories and score by 1, 0 and 0.5, respectively. To apply our information 

extraction algorithm (IEA) as described previously, we labeled the whole medical case 

with “PE detected” if at least one sentence in a case was assigned with the “PE detected” 

label. We marked the case with the “the fact of PE could not be well-verified” tag if the 

same sentence label occurred and no "PE detection" labels were met. We rejected PE in 

a case if no labeled sentences were present or “No PE detected” was the only sentence 

label found. 

We also decided to test whether it is possible to improve decision-making on PE 

detection in the entire medical case with labeled sentences using machine learning. To 

accomplish this, the scores of labeled sentences were further summarized for each 

clinical case into a set of 33 parameters (maximum scores for each type of clinical 

document, maximum score for all documents, the simultaneous 0.5 and 1 maximums in 

different documents of the same case). The resulting matrix of 621 rows (clinical cases) 

and 34 columns (aggregated numeric features and the target variable - the 
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presence/absence/uncertainty of PE, agreed between experts) was then used to train and 

test machine learning algorithms to classify cases by PE labels. 

A total of 6 machine learning models were tested: random forest (RF), logistic 

regression (LR), support vector machine (SVM) with different kernel types (linear (lin), 

radial (rad), and polynomial (poly)), and K-nearest neighbors (KNN). Each model was 

trained in 300 experiments with resampling. We kept the training/testing sampling ratio 

as 80% / 20% and applied stratification by the target variable. The average sensitivity 

(SENS, also referred to as recall), specificity (SPEC), accuracy (ACC), positive 

predictive value (PPV, also referred to as precision), and F-score (F1) were computed 

for each model across all the experiments. To fairly compare the machine learning results 

with our rule-based PE detection (IEA), we calculated these indicators for the entire set 

of cases and reproduced the average metrics for our algorithm performance on 300 

testing samples simulated as 20% of the initial sample randomly with stratification. 

3. Results 

A set of documents for 621 medical cases was obtained from EHR for the study and 

reviewed by three neurosurgeons. A total of 3161 sentences containing preselected PE 

lexicon was labeled by the fourth expert independently. The results of the IEA 

application for PE detection compared to machine learning performance are 

demonstrated in Table 1. 

Table 1. The quality metrics of the rule-based algorithm (IEA) proposed to detect PE in medical records by 

sentence labeling compared to machine learning over labeled sentences. 

Model SENS SPEC PPV ACC F1 
IEA (full set) 0.966 0.974 0.891 0.936 0.921 
IEA (resampling) 0.967 0.975 0.893 0.937 0.921 

RF 0.959 0.976 0.920 0.950 0.937 

SVM (lin) 0.960 0.974 0.920 0.949 0.937 
SVM (poly) 0.917 0.959 0.909 0.934 0.911 

SVM (rbf) 0.739 0.903 0.859 0.873 0.759 

LR 0.720 0.897 0.806 0.864 0.729 
KNN 0.602 0.838 0.726 0.797 0.624 

A confusion matrix for PE detection with the proposed IEA in the entire set of cases is 

shown in Figure 1. 

 

Figure 1. A confusion matrix to assess PE detection quality with the proposed IEA. “PE” = “PE detected”; 

“No PE” = “No PE detected”; “PE?” = “the fact of PE could not be well-verified”. 
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4. Discussion 

We found the PE lexicon in only 621 cases out of 90688, proving PE rarity in 

neurosurgery (<1%) [6]. RF and SVM (lin) methods slightly outperformed our algorithm 

in metrics (F1 = 0.937 vs. 0.921). However, as one can notice from Fig. 1, no false 

rejections on PE were met, which means the algorithm is highly specific not to miss any 

case of interest. This fundamental property becomes especially important when 

searching for rare events through tens and hundreds of thousands of cases, the 

overwhelming majority of which does not contain the required information a priori. 

Moreover, that minor part of cases falling under the "suspicion" of the algorithm can be 

verified by a team of experts in a reasonable time. Our method demonstrates high quality 

considering the results of other authors [7,8]. This approach enables reliable information 

extraction from thousands of case histories and shaping trustworthy target variables, 

significantly reducing time costs. For example, assuming that a set of 621 medical cases 

we studied contain most PEs detected in 2000 - 2017 at N.N. Burdenko Neurosurgery 

Center, applying IEA to the entire database, enables labeling all the 90 688 cases at a 

little added time cost, which is a significant achievement. 

5. Conclusions 

Scoping the number of texts under review down to distinct sentences and introducing 

labeling rules contributes to the efficiency and quality of information extraction by 

experts and makes the challenging tasks of labeling large textual datasets solvable. This 
project was supported by the RFBR grant 18-29-22085. 
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Abstract. Big data reanalysis has the potential to generate novel comparative 

analyses which aim to generate novel hypotheses and knowledge. However, this 

approach is underutilized in the realm of cancer research, particularly for cancer 
stem cells (CSCs). CSCs are a rare subset of tumor cells, which dedifferentiate from 

healthy adult cells, and have the potential for self-renewal and treatment resistance. 

This analysis utilizes two publically available single-cell RNA-seq datasets of liver 
cancer and adult liver cell types to demonstrate how reanalysis of big data can lead 

to valuable new discoveries. We identify 519 differentially expressed genes between 

liver CSCs and healthy liver cell types. Here we report the potential novel liver CSC 
dedifferentiation factor, Msh Homeobox 2, which was significantly upregulated in 

liver CSCs by 1.36 fold (p-value < 1E-10). These findings have the potential to 

further advance our knowledge of genes governing the formation of CSCs. 

Keywords. Liver, cancer stem cells, single cell transcriptomics, dedifferentiation 

1. Introduction 

The improvements in high-throughput genomics through the funding of National 

Institutes of Health and other agencies are driving ever increasing volumes of digital data 

to be available in the public domain [1]. As the number of peer-reviewed publications 

that utilize previously deposited data continues to grow, the importance of shared big 

data in catalyzing knowledge discovery and predictive analytics continues to be further 

illustrated. Specifically, cancer stem cells (CSC) are a promising target for research 

which utilizes publically available single cell sequencing archives, due to the needs of 

isolating CSCs from the surroundings [2]. As one of the leading frontiers of oncology, 

the study of CSCs provides an interesting insight into the causes of therapeutic resistance, 

metastasis, and tumor recurrence [3]. Although much work has been done on identifying 

how the similarities between CSCs and stem cells promote their abilities to self-renew, 

less is known about how CSCs arise from terminally differentiated cell types and about 

the key triggers that initiate their stemness [3]. 

Although a lot research has been dedicate to the origins of CSCs, it is still not entirely 

clear how adult terminally differentiated cell types are able to transform into cancer cells 

[3]. In particular, it has been previously shown that adult terminally-differentiated 

hepatocytes undergo dedifferentiation which then leads to hepatocellular carcinoma [4]. 

The exact process of dedifferentiation which leads to the establishment of a CSC 
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population, however, remains to be elucidated. To help answer this question, we 

undertook a reanalysis of publically available single-cell RNA-seq datasets from primary 

liver cancer samples and healthy adult samples [5, 6]. Due to the deadliness of liver 

cancer and the difficulty of detecting and treating primary liver cancers, it is important 

to understand how treatment of liver CSCs can be utilized to promote efficacy of 

treatment [7]. Using the cost-effective approach of reanalyzing publically available 

datasets, we examined the differences in expression between liver CSCs and healthy 

adult liver cell types, with a focus on understanding the dedifferentiation process. 

2. Methods 

Expression data was obtained for the liver cancer [5] and fetal and adult healthy liver [6] 

studies. For the purposes of our reanalysis study, gene expression data count matrices 

were utilized as the starting point. This consideration was done due to the unavailability 

of the raw data from the liver cancer study, as it is currently still under embargo. As the 

two studies utilized similar approaches to sequencing, assembly, and gene calling, we do 

not expect any systematic issues in the gene expression profiles, which cannot be 

controlled for using the stringent normalization we employed. 

The following studies were utilized for liver cancer cell profiles (GSE125449) [5] 

and healthy liver cell profiles (GSE130473) [6]. Pre-processing normalization steps 

included filtering out low coverage samples, low coverage genes, and non-protein coding 

genes. Samples with fewer than 1000 total reads were excluded. In addition to excluding 

genes with 0 reads in all remaining samples, we excluded all non-protein coding genes. 

The normalization and differential expression analysis was performed using the 

edgeR [8] R package, using the gold standard methodology. To further account for 

possible systematic differences in mRNA detection between the two datasets, we utilized 

a batch effect correction in the analysis. Study type was also included in the design matrix 

as an additional variable. The Bonferroni multiple testing correction was used to control 

the false discovery rate. 

Gene Ontology (GO) analysis was done using the DAVID 6.8 [9] Functional 

Annotation Tool, using Benjamini multiple testing correction. 

3. Results 

Using previously published single-cell RNA-seq data for liver cancer [5] and fetal and 

adult healthy liver [6], we reanalyzed 2434 single-cell samples across 18,263 protein-

coding genes. To examine the differences between adult liver cells and liver CSCs, we 

preformed differential expression analysis between two types of adult liver cells 

(CD235a-/EpCAM+/ASGPR1+ and CD235a-/EpCAM+) and the liver CSCs. The adult 

liver cells totaled 444 samples, and the liver CSCs totaled 1990 samples. Of the 18,263 

protein coding genes included in the differential expression analysis, we identified 519 

genes that were differentially expressed between liver CSCs and adult liver cell types.  

Of these, 134 were significantly higher expressed in the liver CSCs, while 385 protein 

coding genes were significantly higher expressed in the adult liver cell types. 

Based on Gene Ontology analysis, genes with significantly higher expression in liver 

CSCs were significantly enriched in several GO terms that are hallmarks of higher rates 

of cell division seen in cancer cells. This includes structural constituent of ribosome (p-
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value = 8.9E-27), translation initiation (p-value = 9.8E-24), and rRNA processing (p-

value = 1.1E-20). Additionally, liver CSCs had significant enrichments of mitochondrial 

related GO terms. These include mitochondrial respiratory chain complex I (p-value = 

3.1E-5), NADH dehydrogenase (ubiquinone) activity (p-value = 3.2E-5), and ATP 

biosynthetic process (p-value = 2.9E-3). CSCs have been previously shown to be more 

reliant on ATP oxidative metabolism relative to other cancer cell types [10]. Potentially 

of most interest is the observed enrichment of over-expressed genes that are involved in 

the extracellular vesicle (p-value = 6.2E-12). It has recently been shown that extracellular 

vesicles are important factors in driving cell dedifferentiation [11, 12]. Similarly, we also 

see significant enrichment of ncRNA processing (p-value = 3.2E-14), supporting recent 

evidence that ncRNAs are able to drive dedifferentiation phenotypes [13]. 

On the other hand, liver CSCs showed significant decreases in proteins involved in 

normal liver function. This includes organic acid metabolic process (p-value = 8.1E-18), 

carboxylic acid metabolic process (p-value = 1.2E-17), lipid metabolic process (p-value 

= 4.3E-7), and drug metabolic process (p-value = 5.4E-5). 

Next we examined if previously identified dedifferentiation protein were more 

abundant in the liver CSCs, and known differentiation factors more abundant in normal 

liver cell types. As expected, Hepatocyte Nuclear Factor 4 Alpha (HNF4A), which acts 

as the primary differentiation factor of liver cell types [14], was significantly higher 

expressed in healthy liver cell types (2.96X, p-value = 4.43E-5). We found Transforming 

Growth Factor β1 (TGFB1) to be significantly upregulated in liver CSCs relative to adult 

differentiated liver cell types (4.74X, p-value = 1.46E-104). This result further confirms 

the strong implication of TFGB1 in driving the mesenchymal/stemness phenotype 

observed in hepatocellular carcinomas [15]. Additionally, Msh Homeobox 2 (MSX-2) 

was significantly upregulated in liver CSCs (1.36X, p-value = 1.99E-17). Although 

MSX-2 has been previously implicated in dedifferentiation of myotubules [16], MSX-2 

has not previously been reported as a potential dedifferentiation factor of liver CSCs. 

4. Discussion 

With the diversity of single-cell next generation sequencing available from cancer 

studies, we can begin asking novel questions beyond the scope of the original researchers. 

Cell gene expression profiles provide us with an important insight into transition to 

cancerous cells, particularly how dedifferentiation plays a role in generating CSCs. The 

use of public big data is critical to this aim. Specifically, we aimed to understand how 

the expression profiles of CSCs compare to healthy adult liver cell types in order to better 

understand the dedifferentiation capabilities of CSCs, using two publically available 

single-cell RNA-seq datasets. 

We examined the differences in expression profiles of adult liver cells and the liver 

CSCs, revealing 519 differentially expressed genes. Among these, we see significant 

upregulation of genes involved in translation, extracellular vesicle proteins, and ncRNA 

processing in liver CSCs. This is mirrored by significant downregulation of normal liver 

metabolic proteins. Additionally, we see downregulation of a key liver differentiation 

factor, HNF4A, and upregulation of dedifferentiation factors, TGFB1 and MSX-2. These 

results provide further indication of the importance of ncRNAs and TGFB1 in promoting 

dedifferentiation in CSCs [13, 15]. Further, we report the first evidence of the importance 

of MSX-2 in the dedifferentiation of liver CSCs. Our work concurs with previous results 

of liver CSC studies on the importance of dedifferentiation factors [17]. 

K. Borziak and J. Finkelstein / Big Data to Identify Liver Cancer Dedifferentiation Markers 75



These results provide an insight into cancer biology made possible by utilizing 

publically available big data. Our results provide a unique insight into the process of 

dedifferentiation in forming liver CSCs. In particular, revealing novel potential 

dedifferentiation factors, such as MSX-2. 

5. Conclusions 

Our analysis presents the power and utility of reanalyzing publically available single-cell 

RNA-seq datasets to ask novel biomedical questions. Focusing on identifying potential 

dedifferentiation factors that promote the generation of liver CSCs from adult liver cell 

types, we have identified increased expression of ncRNA processing and a potentially 

novel dedifferentiation factor, MSX-2, acting in liver CSCs. Our work demonstrates the 

value of shared big data to catalyze knowledge discovery and predictive analytics. 
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Abstract. Acute Lymphoblastic Leukemia (ALL) is a life-threatening type of cancer 

wherein mortality rate is unquestionably high. Early detection of ALL can reduce 

both the rate of fatality as well as improve the diagnosis plan for patients.  In this 
study, we developed the ALL Detector (ALLD), which is a deep learning-based 

network to distinguish ALL patients from healthy individuals based on blast cell 

microscopic images. We evaluated multiple DL-based models and the ResNet- 
based model performed the best with 98% accuracy in the classification task. We 

also compared the performance of ALLD against state-of-the-art tools utilized for 

the same purpose, and ALLD outperformed them all. We believe that ALLD will 
support pathologists to explicitly diagnose ALL in the early stages and reduce the 

burden on clinical practice overall. 

Keywords. Leukemia, Acute lymphoblastic leukemia, Deep learning, Computer 

aided diagnosis (CAD). 

1. Introduction 

Leukemia is a malignant, progressive deadly health condition in which abnormal, 

distorted proliferation of leukocytes and its precursor occur due to error in blood-forming 

organs. Subsequently, normal blood cell production will cease. The principal type of cell 

involved in this malignancy is commonly classified as lymphoid or myeloid, and chronic 

or acute, according to percentage or degree of leukemic cell differentiation in the bone 

marrow. The environmental risk factors have been well studied; however, the exact cause 

of leukemia is still unknown [1]. There are four main types of Leukemia classified based 

on severity level and affected cells type: chronic lymphocytic leukemia, chronic myeloid 

leukemia, acute myeloid leukemia, and acute lymphoblastic leukemia (ALL). ALL is 

one of the two classes of acute leukemia that develops from immature forms of 

lymphocytes cells in the bone marrow. ALL is recorded as the most common type of 

leukemia among children but the least common type in adults [2]. However, the fatality 

rate for ALL in adults is relatively higher than other types of acute leukemia. In most 
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leukemia-affected white blood cells, the average cell often changes to about two times 

the size of the red blood cells surrounding them. In most ALL affected cells, the nucleus 

area occupies almost 80-90% of the whole cell and leaves about 20-30% of cell area for 

the cytoplasm [2]. One of the diagnostic approaches for ALL is the microscopic 

inspection of blood cells. Both the malformed white blood cells as well outnumbered 

lymphoblasts may hint at the early onset of ALL and requires the assessment by an 

0experienced pathologist [3]. Detecting ALL based on pathological images is tedious 

work and subjective by nature as it depends upon the evaluation by the pathologist. In 

some cases, this kind of individual and subjective interpretation may lead to a delay in 

the proper diagnosis plan for ALL patients. 

To overcome these challenges and to support the pathologists, Computer Aided 

Diagnosis (CAD) systems may play a crucial role in detecting ALL in a precise manner. 

Many of the included studies focused on the classification of the images of lymphoblast 

cells from healthy individuals and leukemia patients. Sahlol et al. proposed an automatic 

ALL classification model using a social spider optimization algorithm. The proposed 

kNN-based model achieved 95.67% classification accuracy [3]. While Neoh et al. 

proposed an intelligent decision support system for leukemia diagnosis using 

microscopic blood cell images. Their Support Vector Machine (SVM)-based model 

systems attained the highest 96.67% accuracy [4]. Singhal and Singh have used the local 

binary pattern-based texture features to detect ALL, and the proposed SVM classifier 

was 93.84% reliable [5]. Recently, deep learning (DL)-based models have gained huge 

attention for the same task. In 2021, Genovese et al. used the transfer learning-based 

ResNet18 model to achieve 97.92% accuracy [6]. The same group has used adaptive 

unsharpening image processing on the images dataset to develop a VGG16-based model 

achieving 96.84% accuracy [7]. Table 1 summarizes the list of recent publications based 

on ML models for ALL detection. 

Table 1 Existing Tools for the classification of classification of ALL-IDB2 dataset 

Reference  Model  Accuracy Remarks 
[5] (2016) SVM 93.84 Local binary pattern-based texturing 

[3] (2020) kNN 95.67 Social spider optimization 
[4] (2015) SVM 96.67 Texture, color, shape of nucleus and cytoplasm   

[7] (2021) VGG 96.84 Unsharpening of image 

[6] (2021) ResNet 97.92 Transfer learning based on histopathology database 

In this study, we introduce the ALL Detector (ALLD), a deep learning-based model 

to distinguish ALL patients from healthy persons based on the image of peripheral blood 

samples. 

2. Materials and Methods 

2.1.  Dataset Collection 

We collected microscopic blood cell images from the ALL-IDB2 database [2]. ALL-

IDB2 dataset contains 260 images, each having 257*257 resolution. Out of these, half 

(n=130) of the images were from healthy individuals and the remaining images (n=130) 

were from leukemia patients. The image of lymphoblast cells was captured using a 

Canon PowerShot G5 camera. The images were shared in .tif format in the publicly 

available database. Figure 1 shows examples of images from healthy individuals (A-C) 

and leukemia patients (D-F). 
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Figure 1 Blood microscopic images. A-C: normal individuals and D-F: leukemia patients. 

2.2.  Image Preprocessing 

To increase the robustness of our experiment, we preprocessed the input images using a 

variety of image augmentation techniques: cropping, rotation, horizontal and vertical 

flipping, shearing, brightness and contrast perturbations, etc. Using image augmentation 

allows the network to become less sensitive to small changes in the inputs. This is 

possible because in each epoch, the input images undergo a subset of these operations 

parameterized with a random set of parameters. This forces the network to learn a general 

representation of the distribution rather than dataset-specific aspects, which reduces 

overfitting. 

2.3.  Development of Deep Learning Model ALLD 

For the development of a deep learning-based model, we used fast.ai version 2.4.1. We 

split the data set in an 80-20 fashion. Twenty percent of the images were used for testing. 

The remaining 80% of images were used for training and validating the trained model. 

We considered ALL patients as the positive class and the healthy individuals as the 

negative class for the model. We used VGG16, VGG19, ResNet34, and ResNet50 for 

distinguishing ALL patients from healthy individuals. The Adam algorithm was used for 

the optimization of parameters. For momentum parameters (β1 and β2), we used default 

values of 0.9 and 0.99, respectively. We used a batch size of 64 in our experiments. 

Additionally, we used the one cycle policy for scheduling the learning rate with a 

maximum learning rate of 10 over a total of 20 epochs. The first 2 epochs updated the 

parameters of only the classification layer, whereas the last 18 updated all layers with 

differential learning rates. The experiments were carried out on a computer with a Ryzen 

5800x CPU, 64 GB of DDR4 memory, and an Nvidia RTX 3090 GPU. For performance 

evaluation, we considered multiple standard performance evaluation metrics such as (i) 

Accuracy, (ii) Sensitivity, and (iii) Specificity to measure the effectiveness of the 

proposed ML models. 

3. Results and Discussions 

The performance of different DL-based models is highlighted in Table 2. Based on the 

performance results, we observed that ResNet-based models demonstrated the best 

performance in classifying the ALL group from the healthy group with the highest 

accuracy. As the ResNet-based model performed the best, we propose the ResNet-based 

model as the final ALLD model for ALL detection. ALLD outperformed all the existing 

machine learning models for the same purpose (Table 1 and Table 2). 
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Table 2 Machine Learning models performance for developing ALLD  
Model Accuracy Sensitivity Specificity 
VGG16 94.230 95.652 93.103 

VGG19 98.076 95.652 100.00 
ResNet34 98.076 100.00 96.551 

ResNet50 98.076 100.00 96.551 

This study has some limitations worth mentioning. We worked on a relatively 

smaller-sized dataset of 260 images. In the future, we plan to evaluate the proposed 

model based on a larger dataset. Moreover, the participants’ lifestyle, socio-demographic 

information, and genetic information were not available in the ALL-IDB2 database. 

Integrating such information, based on its availability, would provide more insight into 

ALL diagnoses. 

4. Conclusions 

Early detection, classification, and identification of ALL are very important for effective 

treatment to be provided in a timely manner, and, most importantly, on a person's 

survival. Automated detection and classification of acute leukemia is one of the emerging 

technology directions previously used. ALLD outperformed multiple existing tools 

utilized for the same purpose, and we believe it will also support pathologists in making 

a conclusive diagnosis plan in a treatment setting. We believe our tool ALLD will support 

both the early detection of ALL as well as the proper diagnosis plan for the patients. 
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Abstract. We interviewed six clinicians to learn about their lived experience using 

electronic health records (EHR, Allscripts users) using a semi-structured interview 
guide in an academic medical center in New York City from October to November 

2016. Each participant interview lasted approximately one to two hours. We applied 

a clustering algorithm to the interview transcript to detect topics, applying natural 
language processing (NLP). We visualized eight themes using network diagrams 

(Louvain modularity 0.70). Novel findings include the need for a concise and 

organized display and data entry page, the user controlling functions for orders, 
medications, radiology reports, and missing signals of indentation or filtering 

functions in the order page and lab results. Application of topic modeling to 

qualitative interview data provides far-reaching research insights into the clinicians’ 
lived experience of EHR and future optimal EHR design to address human-

computer interaction issues in an acute care setting.  

Keywords. electronic health records, usability, natural language processing  

1. Introduction 

Poor EHR design causes unintended consequences and harms patients in turn [1]. 

Clinicians suffer from unnecessarily lengthy documentation and alert fatigue. Clinicians 

have often been unheard of and ignored from the beginning of the design of EHR in acute 

care settings in the United States [1]. Further, this is of great importance in the design of 

the EHR system to ensure all EHR users who need access to patient information can view 

patient data when and where they need it. While 1st generation EHR designs have been 

widely used for the past 15 years, more generation X and millennial clinicians have 
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entered the workforce. In machine learning and NLP, topic modeling applies statistical 

analyses to counts of words or word groups that co-occur within text documents to reveal 

latent word groupings with potential semantic significance across a collection of 

documents [2]. Topic modeling is typically applied in health science to facilitate meta-

analyses of large collections of research publications or generate high-level discussions 

among groups of interest. The purpose of the study was to apply natural language 

processing and topic modeling techniques to qualitative interview data to deeply 

understand usability and design issues of EHRs and as the foundation to inform future 

designs of user-centered EHR interfaces for clinicians in acute care settings. 

2. Methods  

We applied natural language processing (NLP) and topic modeling to an interview 

discussion on a lived experience of EHR among clinicians in an acute care setting 

(neurology nurses). We used Python 3.7 and Organization Risk Analyzer (ORA) to apply 

Latent Dirichlet allocation (LDA) and visualize the clusters. Clinicians including 

doctors, nurses, and physician assistants with EHR experience in an acute care setting 

were eligible for this study. We interviewed six clinicians for approximately 60 minutes 

in a quiet room in a neurology department inpatient unit at an academic medical center 

from October to November 2016. The sessions combined a standard think-aloud usability 

protocol. They used their usual EHR to review real patient cases, performing six common 

review tasks required by the researcher. They were also given a semi-structured interview 

with broad latitude to talk about their experience with the EHR (Allscripts).  First, the 

audiotapes were transcribed automatically by speech recognition software, and the data 

collector reviewed the transcript’s validity.  Second, we preprocessed the text file 

applying NLP. Third, we applied a clustering LDA algorithm to detect the topics in the 

interview corpora. Coherences scores and LDA clustering graphs were compared with 

different numbers of topics to identify the optimal number. Next, we visualized eight 

topics using a network diagram (Louvain modularity 0.70). Lastly, experts in clinical 

nursing and EHR usability performed thematic analysis on the detected topics. The 

Institutional Review Board (IRB) of Columbia University approved the study.  

3. Results 

A total of eight topics were identified as the optimal number of topics during LDA 

modeling (8 topics, Perplexity:  -7.137, Coherence Score:  0.649). The themes are 

summarized in Table 1 and Figure 1. Eight topics include: 1) missing user-friendly 

signals of indentation or filtering functions in the doctor’s lengthy order page; 2) 

admission notes are not linked to the other parts of EHR; 3) automatic note functions to 

carry in the users pocket are missing, and users need to take manual notes during busy 

time; 4) missing user control functions in the laboratory results section. As a result, the 

results are disorganized and lengthy, and a more concise display is needed; 5) user’s 

controlling function to organize orders, medications, and radiology report pages; 6) time 

consuming and ineffective input functions for pain assessment tools; 7) patient status 

panel should consider clinician’s busy workflow; 8) overall design of the EHR system 

looks messy and causing user’s hate emotion.  
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Table 1. Topics detected by LDA and representative n-grams with probabilities 

Themes Exemplary quotes, representative terms, and probability (%)  

1. Missing signals of indentation or 
filtering functions in long order 

  [red 1.2, safe 1.2, look 0.9, shift 0.8, different 0.8, machine 0.7, 
unsafe 0.7, filtering 0.7, restrain 0.7, indent 0.7] 

2.Issues with admission 

documentation 

  [understand 3, admission 2.6, click 1.6, cause 1.4, change 1.3, start 

1, documentation 0.7, problems 0.5, remember 0.5, gauge 0.5] 

3. Room to improve to 

complement paper note taking 
behavior during busy time  

  [system 4.8, move 4.3, improvement 4.1, fix 2.1, hand 2.1, paper 

1.2, busy 1.1, doctors 1, note 0.8, takes 0.8] 

4. Missing user control functions 

in lab results section and need for 

succinct writing. 

  [control 6.3, important 4, clinical 3.9, results 3.7, function 2.2, show 

0.9, labs 0.9, two 0.9, recounts 0.6, succinct 0.4] 

5. Needs for user to have flexible 
organizing on display for orders,  

medications,  radiology reports 

  [want 5.6, summary 4, go 3.9, point 3, medication 1.9, terms 1.3, 
orders 1.2, display 1, need 0.6, radiology 0.6] 

6. Time consuming and ineffective 
input functions for pain assessment  

  [assessment 8.7, pain 5.7, combine 2.7, easy 2, time 2, clicking 1, 
order 0.6, business 0.6, difficult 0.6, shame 0.6] 

7. Patient status panel should 

consider clinician’s busy 

workflow  

  [hour 3.4, panel 3.4, diagnosis 3.4, status 3.4, paths 3.4, nutrition 

3.4, documents 2.2, else 1.6, harmonic 0.6, workflow 0.6] 

8. Design of the system looking 
messy and causing hate 

  [design 7.3, replete 3.5, used 2, unions 0.8, mess 0.6, never 0.6, 
serene 0.6, knot 0.6, hated 0.6, reflection 0.6] 

 

 
Figure 1. Semantic visualization of topic modeling on in-depth interview data of clinicians’ lived experience 

of EHR 

4. Discussion and Conclusion 

One of the main findings from our study was a usability deficit due to a lack of necessary 

signals and functions within the system. The authors recommend using carefully 
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designed and user-designed alerts/reminders within the EHR system as a solution. 

Recently scientists and clinicians emphasized urgent needs for developing EHR use 

measures that are clinically meaningful, trustworthy, scientifically sound, transparent, 

and feasible for implementation [3]. Our findings contribute to the body of knowledge 

on priorities and concepts of implementing EHR use measures. The three most 

cumbersome areas with major usability issues within the system include pain assessment 

documentation, doctor’s order page, and admission documentation [4]. Pain assessment 

in Allscripts and Epic EHRs currently requires nurses to redundantly enter data in 

multiple different places (i.e., medication sheet comment, flow sheet, pain management 

note, care plan note, nursing summary note) for one episode of pain management, which 

usually requires 18 to 28 or more episodes per shift in an acute care setting. Paper-based 

documentation only requires one or two places to document (nursing note, pain 

management note) for several episodes of pain management per person per shift. By 

contrast, EHR systems including Allscripts and Epic require a substantially large amount 

of documentation in a fragmented way. Similarly, information in nursing admission 

notes is not automatically reflected in the system (e.g., weight, height, chief complaints 

do not trigger suggested care plans) [4]. Auto trigger functions to support clinicians’ 

decisions in care planning using machine learning and thoughtful and user-centered 

design, which links and updates simultaneously in different systems are suggested for 

future work. To understand the usability and design issues of EHRs in a real-world 

setting, we conducted an in-depth interview and exercise in which users carried out major 

functions in their usual EHR in a think-aloud protocol and interview and applied topic 

modeling techniques to the qualitative data. The authors recommend comparing the 

results from manual and topic modeling methods in the future.  Despite the rapid 

proliferation of EHR systems in healthcare, little research evaluates users’ (clinicians) 

systems engagement in everyday clinical settings. The usability of the EHR system is 

strongly associated not only with system adoption but also with its subsequent use. 

Usability testing in a real-world setting [5] can help ensure that the EHR system works 

properly and support clinicians to achieve their goals in real-world clinical settings. Our 

work enabled us to measure users’ actual experiences when interacting with the EHR 

system, an important strength of this study. In summary, novel NLP methods and topic 

modeling with semantic network visualization complemented the usual qualitative 

analysis and contributed to overcoming the subjective bias of qualitative analysis 

methods. Our findings add the body of knowledge on developing and implementing 

measurement science for EHR use.  

 

Acknowledgments: US federal grant AHRQ R01HS023708 (PI: Senathirajah) 

References  

[1]  Harrison MI, Koppel R, Bar-Lev S. Unintended consequences of information technologies in health care, 

an interactive sociotechnical analysis. JAMIA. 2007 Sep 1; 14(5):542-9 
[2]  Blei DM. Technical perspective: Expressive probabilistic models and scalable method of moments, 

Communications of the ACM. 2018;61:84. 

[3]  Melnick ER, Sinsky CA, Krumholz HM. Implementing Measurement Science for Electronic Health 
Record Use. JAMA. 2021 Apr 5. 

[4]  Lavin MA, Harper E, Barr N. Health information technology, patient safety, and professional nursing 

care documentation in acute care settings. Online J Issues Nurs. 2015 May 1;20(6). 
[5]  Cho H, Yen PY, Dowding D, Merrill JA, Schnall R. A multi-level usability evaluation of mobile health 

applications: A case study. Journal of biomedical informatics. 2018 Oct 1;86:79-89. 

Y. Senathirajah et al. / Application of Natural Language Processing84



Healthcare Professionals’ Perceptions and 
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Abstract. Insights on end-of-life care decisions, such as do not attempt resuscitation 

(DNAR), vary between institutions and individual health care professionals. At the 

era of electronic patient records (EPR), the information of DNAR order may still be 
recorded in multiple locations making it difficult to find and interpret. A link to a 

structured web-based questionnaire was sent to all physicians and nurses working 

in Tampere University Hospital special responsibility area covering a catchment 
area of 900 000 Finns. Perceptions on DNAR order and documentation was 

surveyed. In total 934 subjects responded, of which 727 (77%) were nurses and 219 

(23%) physicians covering all specialties. We found substantial variation in DNAR 
order interpretation and documentation among all health care professionals possibly 

causing information breakdown and compromised end-of-life care. 

Keywords. End-of-life decisions, DNAR documentation, electronic patient records 

1. Introduction 

A “do not attempt resuscitation” (DNAR) order means a process for deciding to withhold 

cardiopulmonary resuscitation (CPR). The main grounds for the decision are refusal of 

CPR by the patient with capacity, or known advance decision to refuse treatment, or 

when the burdens of CPR attempt are thought to outweigh the benefits [1]. Health-care 

professionals perceive challenges in DNAR order making and understanding DNAR 

policies [2]. Both nurses and physicians may interpret a DNAR order to mean that in 

addition to CPR, also other care, such as antibiotics or iv. fluids should be withheld [3-

5]. Furthermore, physicians consider that they have lack of knowledge when to issue 

DNAR order and how patients and their relatives should be involved in the decision 

process [6]. Disagreement on codification and registration has also been reported [7,8]. 

Electronic patient records (EPR) have improved the quality of documentation and 

information management in general [9]. However, it still is possible to document orders, 

such as DNAR in various locations, increasing the risk of information break down. Here 

we present the data on how healthcare professionals document, find and interpret the 
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DNAR order and what types of information management difficulties there may be in the 

DNAR process.  

2. Methods 

A link to a structured web-based questionnaire (webropol) was sent to all physicians and 

nurses working in Tampere University Hospital special responsibility area, which 

includes Pirkanmaa, Southern Ostbothnia and Kanta-Häme hospital districts covering a 

catchment area of ca. 900 000 inhabitants, which represents 16% of Finland’s population. 

The survey included five background questions, 11 multiple-choice questions on DNAR 

order process and a possibility to give free comments. The results of the multiple choice 

questions are presented as percentages. Deductive content analysis was used to classify 

the comments on documentation of a DNAR order. 

3. Results 

A total of 952 health care professionals covering all medical specialties participated, of 

which 727 (77%) were nurses and 219 (23%) physicians. Sixty-seven percent were over 

45 years of age and majority (87%) worked in shifts or on call. A marked proportion of 

the respondents considered that documentation (59%) and interpretation (57%) of DNAR 

order is problematic. Furthermore, 65% of the respondents felt that DNAR order making 

is far too often dismissed during office hours and left to the doctor on call. The results to 

the questions: Who can give the DNAR order, where DNAR order should be documented 

and what does DNAR exclude are presented in tables 1,2, and 3. 

Table 1. who can give the DNAR order? 

 N % 
Specialist alone without 

including patient or family in the 
decision making 

188 19,81% 

Specialist together with the 

patient and family 
596 62,8% 

Doctor in training without 
consulting a specialist 

88 9,27% 

Patient alone without consulting 

a doctor 
11 1,16% 

Cannot say/ don`t know 66 6,96% 

 
Table 2. Where should DNAR order be documented 

 N % 
In “risk information” 846 89,43% 

Page of specialty where the 
patient is being treated 

44 4,65% 

Anesthesiology page 2 0,21% 

In ”orders”  19 2,01% 

Somewhere else 35 3,7% 
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Table 3. What does DNAR order exclude? 

 N % 
All resuscitation procedures 693 73,18% 

Cardio-pulmonary resuscitation 

(CPR) only 
316 33,37% 

Treatment and follow up in 
intensive care unit (ICU) 

433 45,72% 

Treatment and follow up in 

STROKE-unit 
97 10,24% 

Treatment and follow up in 
cardiac care unit (CCU) 

97 10,24% 

Administration of intravenous 

(iv) fluids 
14 1,48% 

Administration of antibiotic 

treatments 
14 1,48% 

All active treatment 72 7,6% 

All diagnostic electronic 
procedures 

45 4,75% 

Cannot say/ don`t know 26 2,75% 

Health care professionals’ feedback (n=465) focused on the difficulties in finding the 

DNAR order (65%), content variation of the DNAR order and lack of responsibility in 

documenting the order (28%). Respondents (5%) were also concerned about the 

information given to patients and next of kin. 

4. Discussion 

The European guidelines for resuscitation state that great differences between European 

countries exist regarding the practice and attitudes towards CPR [10]. According to our 

study there seems to be major variation also among Finnish health care professionals in 

understanding the content of DNAR order as well as who can make the order as well as 

should the patient and the family be included in the process. In Finland, there is no 

legislation concerning DNAR order, but according to law, all care related decisions such 

as DNAR order should be discussed with the patient or when the patient is incompetent, 

with the relatives. The national agency responsible for the supervision of the social and 

health care (Valvira), states that the DNAR order is a medical decision made by the 

physician responsible for the care of the patient. Furthermore, similarly as in Sweden, a 

patient cannot demand CPR if the physician considers it to be against patients benefit [6]. 

Despite this guidance, in our survey up to 63% of the health care professionals thought 

that the decision process of the DNAR order should involve the patient and/or relatives 

and only 20% that the decision should be made by a senior physician only. This was 

supported by the comments given by the respondents. In a Swedish study almost half of 

the nurses and physicians considered that patients would not be involved in the DNAR 

order decision [11]. 

      According to Finnish National institute for Health, a DNAR order should be recorded 

in the “risk information” part of the EPR by a doctor. Majority (89.4%) of the 

respondents However, ten percent felt that the order should be recorded somewhere else, 

such as in “orders” or in, knew this multiple places. According to the comments given, 

the most frequent information breakdown problem was a missing DNAR order in “risk 

information”. 

      Only one third of the respondents in our study correctly recognized that the DNAR 

order excludes CPR only. According to almost half of the respondents, care in the ICU 
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would be excluded as well. Similar confusion on the meaning of the DNAR order has 

been previously reported [3-5]. 

      Despite current European and national guidelines, health care professionals consider 

making and documenting the DNAR order as problematic. Major opinion differences 

still include variation in the interpretation of the scope of the order and who should be 

included in the decision-making. Current EPRs allow variation in DNAR documentation 

process which may lead to uncertainty at the time when this critical information is needed. 

More precise guidelines as well as systematic education of DNAR order making and 

documentation already at the basic training level of health care professionals are sorely 

needed. Furthermore, the information technology experts and clinicians should 

collaborate in aiming to develop EPRs in a way that recording of critical information 

such as the DNAR order could be made only in a specific place and the information 

would be clearly visible. 
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Quality Assurance of Electronic Patient 

Records 
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Abstract. Electronic Patient Records (EPRs) are valuable data resources for clinical 

and operational research. The heterogeneity of medical software coupled with the 
changing data formats and long lifespan of the patient datasets stored in EPRs results 

in data inconsistencies that hinder operational activities and increase personnel 

efforts for data lookup and cleaning. This study presents an approach for automated 
data quality reporting that was developed and tested within a real-world hospital 

setting at Royal Surrey County Hospital NHS Foundation Trust in 2020. 81 data 

quality tests configurable via spreadsheets were defined and executed to yield 
standardised human-readable reports in comma-separated value format. The data 

evaluation and reporting routines provided manyfold improvement over existing 

data quality reporting mechanisms. 

Keywords. Data quality, electronic patient records, automation 

1. Introduction 

Positioned at the heart of clinical information exchange, Electronic Patient Records 

(EPRs) are a valuable resource of data for clinical and operational research. However, 

heterogeneous nature of clinical tools that feed data to EPR leads to variable data quality, 

making data reuse or exchange a challenging exercise. The demand for efficient data 

quality assurance mechanisms has been exacerbated by the additional pressure on EPR 

data management posed by the onset of Covid-19 pandemic that required rapid access 

and exchange of patient records. This study presents an approach for automated data 

quality evaluation that was developed and tested within a real-world hospital setting at 

Royal Surrey County Hospital (RSCH) NHS Foundation Trust in 2020 to aid the 

migration of patient data into a new EPR system.  

Migration-ready EPRs must fulfil the data quality criteria defined by the hospital 

Data Quality department and the target EPR provider. All patient records that do not 

meet these criteria need to be corrected pre-migration. Numerous data quality checks 

(DQCs) must be run to detect the non-compliances. These checks must be executed at 

least once per day to capture the changes resulting from normal hospital activity and 

from the ongoing EPR correction efforts. The existing DQC process demanded 

involvement of several NHS Trusts departments and needed to be adjusted to handle the 

high number of EPR database reports. This work aimed to create a user-friendly low-
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technology solution for evaluation of EPR compliance with respect to each of the defined 

DQCs. Techniques, tools, and data flows used to create the solution are described in the 

following sections. 

2. Materials and Methods 

2.1. User requirements 

The Data Quality team users needed to be able to run individual DQCs (i.e., find all 

patient records with missing home address) or groups of DQCs (i.e., locate all patient 

records that do not comply with any of the “red” category DQCs). The application output 

had to produce human-readable listings of patient records in need of correction, as well 

as snapshot statistics of compliant and non-compliant patient records.  

2.2. Data Quality Checks 

A total of 148 DQCs were defined by the RSCH Trust’s Data Quality department and 

refined within this collaboration. The DQCs specified individual EPR data items (e.g., 

NHS numbers) or sets of items (e.g., whether any data elements in the patient record 

contain certain characters) to be tested against a set of rules (i.e., an NHS number should 

be 10 digits long). Every DQC was assigned a Red/Amber/Green risk category described 

in Table 1. 

Table 1. Types of data quality checks and their implications for data readiness for migration to new EPR. 

DQC category # DQC items Example Impact of non-compliance 
Red 9 Hospital number is used in 

more than one patient record 
Cannot be migrated as is or will 
be result in incorrect data. 

Amber 126 Missing current home address It is unclear whether target EPR 
can accept the record. 

Green 13 Missing gender specification Potentially can be migrated as is, 

but is likely to cause issues in 
target EPR. 

2.3. Software framework 

The application used the data quality rules definitions from the Data Quality Vocabulary 

[1] that describes concepts relevant to data quality such as data, reference data, quality 

rules and quality metrics. The implemented quality rules included legal/illegal/unique 

value, property completeness, functional dependency reference and custom rules.  

The application presented in Figure 1 was implemented in Python 3.7 using pypika2 
library for SQL query generation and pyodbc3 library to connect to the EPR Microsoft 

SQL Server database.  

 

 

 
2 https://github.com/kayak/pypika 
3 https://github.com/mkleehammer/pyodbc 
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Figure 1. Data quality checking application. (a) The DQCs to be executed are loaded from the spreadsheet 

provided by the user. (b) Data quality rules associated with each DQC are combined in checking functions. 
(c) Parametrised SQL queries are generated according to rule types and database mappings. (d) The 

generated queries are run on the EPR database. (e, f) The query results are collated into human-readable 

reports and returned to the user. 

 

From the total of 148 DQCs, 81 were mapped to the EPR (i.e., it was known which tables 

and columns contain the data) and implemented in the software. The input spreadsheet 

structure for several data quality rule types is illustrated in the Table 2. 

 

Table 2. Configurable spreadsheet with data quality rules definitions. Table names and DQC IDs have been 

altered. Queries are generated by the software based on the table & column names, rule type and rule constraint.  

DQC 
ID 

Table.Column Rule Type Rule 
Constraint 

Generated SQL Query 

1 Patient.NHS_ID Valid Value <pattern> SELECT Hospital_ID  FROM 
Patient WHERE NHS_ID NOT 

LIKE <pattern> 

2 Patient.DateOfDeath 
Patient.Status 

Conditional 
Property 

Completeness 

<condition> 
 

SELECT Hospital_ID from 
Patient WHERE <condition> 

3 Patient.Gender Missing Value IS NULL SELECT Hospital_ID from 
Patient WHERE Gender IS 

NULL 

 

2.4. Application outputs 

The software produced 81 individual DQC reports listing patient identifiers and the 

elements of the EPR that failed the DQC. The reports enabled location and subsequent 

correction of the identified records in the EPR. Additionally, the software generated a 

summary report with overview of failed record statistics against each completed DQC 

(Table 3).  

Table 3. Fragment of the overview report produced by the software. The “#failed” column shows the total 

number of non-compliant patient records for a given DQC. 

DQC ID RAG DB tables Description #failed 

1 Red Patient.NHS_ID Invalid NHS number 270 

2 Amber Patient.DateOfDeath; 

Patient.Status 

Missing date of death in deceased patients 334 

3 Green Patient.Gender Missing gender value 6173 
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2.5. Performance 

Development and tests were performed on a remotely accessed Windows 7 office 

workstation with 16 GB RAM and Intel Core i7 CPU. From the 81 implemented DQCs, 

79 DQCs were completed in less than 7 minutes. The runtime for two less frequently 

used DQCs that scanned for invalid characters in all columns of all database tables took 

approximately 17 minutes. The runtime for 81 implemented DQCs was 24 minutes. 

3. Discussion 

The presented framework was developed to provide the hospital Data Quality personnel 

with a configurable tool to obtain up-to-date information on completeness and 

correctness of EPRs. The framework made use of a) user-configurable spreadsheets to 

instruct the software which reports are required; b) user- and machine-readable data 

quality checking rules and c) auto-generation of SQL queries from data quality rules and 

EPR database mappings. While the solution proved useful and fast to implement for 

simple DQCs such as verifying that a data attribute is present or follows a pattern, the 

method showed limitations for a small number of complex queries that involved multi-

stage evaluation of several tables, for example, counting of NHS numbers by trace 

status4. Such queries were pre-defined in the input spreadsheet and would need additional 

development time to be fitted into the rule-based query generation mechanism.  
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Abstract. Screening for cancer and improved treatments have not only improved 

treatment outcomes and patient survival but have also led to an increase in the 

number of second primary cancers (SPCs). Hepatocellular carcinoma has been a 
common occurrence in Taiwan over the past decade. The mortality rate is second 

only to malignant tumors of lung cancer, and it also represents the fourth highest 

cancer medical expenditure. This study aimed to use machine learning to identify 
the risk factors for Hepatocellular carcinoma survivors. Of 378,445 datasets, 

including 15,251 from patients with SPCs, were collected; 18 predictive variables 

were considered risk factors for SPCs based on the physician panel discussion. The 
machine learning techniques employed included support vector machine, C5 

decision tree, and random forest. SMOTE (Synthetic Minority Oversampling 

Technique) sampling method was used to resolve the imbalance problem. The 
results showed that the top 5 risk factors for SPCs were tumor size, clinical stage, 

surgery, total bilirubin, and BCLC Stage. The support vector machine method had 

the highest predicted accuracy (0.7673). The risk factors extracted from the 
classification models and association rules will be used to provide valuable 

information for HCC therapy. 

Keywords. second primary cancer, hepatocellular carcinoma, machine learning 
techniques 

1. Introduction 

According to the latest data from the International Agency for Research on Cancer, 

hepatocellular carcinoma is the 7th most common cancer and the 3rd most common 

cancer. [1] Hepatocellular carcinoma (HCC) has been a common occurrence in Taiwan 

over the past decade. The mortality rate is second only to malignant tumors of lung 

cancer, and it also represents the fourth highest cancer medical expenditure, as shown in 
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Table 1. [2] There are many treatment options for patients with hepatocellular carcinoma. 

Often, depending on the tumor, liver function, and physical situation. Screening for 

cancer and improved treatments have not only improved treatment outcomes and patient 

survival but have also led to an increase in the number of second primary cancers (SPCs). 

According to the Bureau of Health Promotion, Ministry of Health and Welfare, 

hepatocellular carcinoma was ranked second with regards to mortality rates of top 10 

cancers and was only ranked below lung cancer, and ranked fourth with regards to 

medical expenditure, as shown in Table 2.   

Table 1. 5-Year Survival Rates for Top 10 Cancers in Taiwan 

Source: The Health Promotion Administration (2018). 
Note: 1: breast cancer; 2: colorectal cancer; 3: lung cancer; 4: prostate cancer; 5: liver cancer; 6: oral cancer; 

7: uterine cancer; 8: thyroid cancer; 9: skin cancer; 10: stomach cancer. 
 

Table 2. Expenditure for top 10 cancers in Taiwan (unit: NTD/100,000) 

 
Source: The Health Promotion Administration (2018). 

Note: 1: breast cancer; 2: lung cancer; 3: colorectal cancer; 4: liver cancer; 5: oral cancer; 6: leukemia; 7: 
prostate cancer; 8: non-Hodgkin's lymphoma; 9: Esophageal cancer; 10: stomach cancer. 

 

Due to continuous improvements in screening, diagnosis and treatment, the survival 

rate of newly diagnosed cancer patients is increasing. [3] Clinical information regarding 

the SPCs patients with HCC is important, because it could explain the cause and may 

verify the necessity of related secondary cancer during patient follow-up. [4,5,6] 

2. Methods 

Figure 1 depicts the study framework. Herein, an in-depth analysis was performed based 

on the tumor size and clinical stage. The HCC dataset containing 378,445 valid records, 

was used in this study. There were 19 variables in the cancer registry and 18 predictive 

variables were selected by clinical experts and literature review (Table 3) C5 is a 
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modified iterative dichotomizer 3 (ID3) algorithm. Based on information theory and 

probability statistics, the greater the information gain and the higher the information 

entropy. RF (Random Forest) is based on the statistical learning theory and combines 

several individual classification trees. RF is a supervised machine learning algorithm that 

considers the unweighted classified votes. SVM (Support Vector Machine) is a machine 

learning algorithm based on the principle of structural risk minimization and is used to 

estimate function by minimizing the upper limit of generalization error. 

Hepatocellular carcinoma 

 

 

Tumor Size ≤5                               Tumor Size >5 

 
 

Clinical Stage ≤2    Clinical Stage>2    Clinical Stage ≤2    Clinical Stage>2 

Figure 1.  Study framework 

 

Table 3. Important Variables and Coding in this study 

Variable Name Definition of test data 
X1 Age ≤65/>65 

X2 Sex Male/Female 

X3 Grade Well/Moderaterly/Poorly 
X4 Tumor number Single tumor/Multiple tumors 

X5 Tumor Size ≤5/>5 

X6 Clinical Stage Stage I II/Stage III 

X7 Pathologic Stage Stage I II/Stage III 

X8 BCLC Stage Stage 0 A/Stage B/ Stage C D 

X9 Operation YES/NO 

X10 Surgical Margins YES/NO 
X11 BMI <18.5/18.5-24/  >=24 

X12 Alpha-Fetoprotein 400 ng/ml/  >400 ng/ml 
X13 Liver Fibrosis YES/NO 

X14 eGFR 2 mg/dl/ >2 mg/dl 
X15 Total bilirubin 2 mg/dl/ >2 mg/dl 
X16 INR <1.5/ 1.5 
X17 HBV YES/NO 

X18 HCV YES/NO 

Y SPCs YES/NO 

3. Results 

In Figure 2, the analysis results after stratification of tumor size and clinical stage showed 

that in the tumor size (>5cm): the accuracy of  <= IIb staging was the best with SVM 

(97.48%), the accuracy for > IIb staging was the best with SVM (90.03%). In the tumor 

size (<=5cm): the accuracy of <= IIb staging was the best with SVM (81.80%), and the 

accuracy of > IIb staging was the highest with SVM (83.75%). 
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Figure 2.   Analysis results after stratification of tumor size and clinical stage 

4. Discussion 

This study aimed to predict the risk factors of second primary Hepatocellular Carcinoma 

in survivors of Hepatocellular Carcinoma. The risk factors extracted from the 

classification models and association rules can be used to provide valuable information 

for HCC therapy. The models can be used to find the risk factors from database to provide 

valuable information for improving HCC patients. 

Acknowledgements 

This work was funded by grant no. CSH-2018-A-015 from the Chung-Shan Medical 

University Hospital. 

References 

[1]  Sung H, Ferlay J, Siegel RL, Laversanne M, Soerjomataram I, Jemal A, Bray F. Global Cancer Statistics 

2020: GLOBOCAN Estimates of Incidence and Mortality Worldwide for 36 Cancers in 185 Countries. 

CA Cancer J Clin. 2021, 71(3):209-249. 
[2]  The Taiwan Cancer Registry, The age-adjusted incidence rates: 2018. Availiable on 

https://www.hpa.gov.tw/Pages/Detail.aspx?nodeid=269&pid=13498 [Access date: 2021.08.10] 

[3]  Sun CC, Chang CC, Multiple primary malignant neoplasms: Results from a 5-Year Retrospective 
Analysis in a Metropolitan Hospital. Formosan Journal of Surgery. 2017, 50: 209-214. 

[4]  Chin C, Ting WC, Chang CC, Zhang YX, Prediction of risk factors for Synchronous Colorectal Cancer 

in Patients with Colorectal Cancer, Journal of Quality. 2020, 27: 23-37. 
[5]  Ting WC, Chang HR, Chang CC, Lu CJ, Developing a Novel Machine Learning-Based Classification 

Scheme for Predicting SPCs in Colorectal Cancer Survivors, Applied Sciences. 2020, 10: 1355. 

[6]  Chang CC, Chen SH, Developing a Novel Machine Learning-based Classification Scheme for Predicting 
SPCs in Women with Breast Cancer, Frontiers in Genetics. 2019, 10: 848. 

H.-H. Liao et al. / Predicting the Risk Factors of Second Primary Cancer96

https://www.hpa.gov.tw/Pages/Detail.aspx?nodeid=269&pid=13498
https://www.hpa.gov.tw/Pages/Detail.aspx?nodeid=269&pid=13498


A Deep Learning Program to Predict Acute 

Kidney Injury

Xiaoqiang Lia,1

aHeidelberg University, Germany

Abstract. Acute kidney injury is a dangerous and sometime fatal clinical situation, 
which can cause irreversible damage. If we can predict it earlier and make 

appropriate prevention before its outbreak, kidney injury could be avoided. One 

challenge of early recognition of AKI is that the most e-alerts have focused on 
creatinine-based algorithms, but the elevation of serum creatinine lags behind renal 

injury. We use recurrent neural network (RNN) to make data mining on laboratory 
results of MIMIC-III Database. At first, we transfer the case data into Pandas 

DataFrame of series framed for supervised learning. Then we can use RNN predicts 

the next serum creatinine values (SCr) based on the last laboratory test results after 
emergency admissions. We train the RNN on whole dataset (i.e. multi-cases 

prediction) with LSTM. As the result shown, this prototype can predict criteria (SCr) 

of AKI with a RMSE (Root Mean Square Error) of 0.017mg/dL.

Keywords. acute kidney injury, prediction, artificial intelligence, neural network

1. Introduction

AKI (Acute kidney injury) is one of a number of conditions that affect kidney structure 

and function. AKI is defined as any of the following (Not Graded) [1]:

1. Increase in SCr (Serum creatinine) by >=0.3 mg/dl (>=26.5 lmol/l) within 48 

hours; or 

2. Increase in SCr to >=1.5 times baseline, which is known or presumed to have 

occurred within the prior 7 days; or 

3. Urine volume <0.5 ml/kg/h for 6 hours.

A recent clinical practice assessment concluded there was an unacceptable delay in 

recognizing AKI in 43% of those that developed the condition after admission [4]. One 

challenge of early recognition of AKI is that the most e-alerts have focused on creatinine-

based algorithms, but the current rule-based alerts cannot improve survival, because the 

elevation of serum creatinine lags behind renal injury [7].
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2. Method

2.1. Mathematical methodology of this study

This study focuses on creating a program prototype to predict acute kidney injury by 

using the deep learning algorithm. Deep learning architectures such as deep neural 

networks, deep belief networks, recurrent neural networks (RNN) and convolutional 

neural networks have been applied to many fields, where they have produced results 

comparable to and in some cases surpassing human expert performance [2].

Step 1: We transform Bayes' theorem to a format, which looks like Sigmoid 

Function:

Where: P(C|x) is conditional probability, “a” represents function “a(x)”:

Step 2: We use Gaussian distribution to calculate P(x|C):

So we can transform the function “a” to a format like (w*x + b), take “a” back to 

step 1, we get the whole Sigmoid Function now:

Where:
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Step 3: if we only have C1 and C2, then P(C2|x):

If we have C1, C2, … Cn, then P(Ck|x):

Where k n.

After step 1 to 3, we get the Softmax function based on Bayes' theorem. At last, we 

build our recurrent neural network for prediction. On each ICU labor test (time series), 

the input is fed forward and a learning rule is applied. The back-connections save a copy 

of the previous values of the hidden units in the context units. Thus, it can learn the 

relation of time series data and make a prediction based on the history. That is why our 

RNN can predict the serum creatinine elevation, which normally lags behind the renal 

injury.

Figure 1. Structure of the recurrent neural network

Step 4: We use our neural network, which is based on Bayes' theorem, to predict 

real number (e.g., serum creatinine, range 0.00 – 2.00), but Bayesian network uses the

probability value (0.00 – 1.00) as input and output. Therefore, we rescale the serum

creatinine value to fit the input of Bayesian network and rescale the result (0.00 – 1.00) 

back to serum creatinine range (0.00 – 2.00) for prediction.

2.2. Data-Set

MIMIC-III (Medical Information Mart for Intensive Care III) is a database comprising 

de-identified health-related data associated with over forty thousand patients who stayed 

in critical care units of the Beth Israel Deaconess Medical Center between 2001 and 2012

[3]. The patient data used in our study contains approximately 60000 admissions of 

patients including information such as patient demographics, vital signs, laboratory test 

results. In this prototype, we consider laboratory test results e.g., SCr (Serum creatinine), 

bicarbonate, blood urea nitrogen (BUN), chloride, international normalized ratio (INR), 

white blood count (WBC) as features, because these indicators are related to AKI 
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according to the past studies [4]. In this study the patient data do not have to be labeled 

manually.

2.3. Programming

Mining all the information from raw Data and dimensionality reduction are two main 

targets of data processing for neural network. Long short-term memory (LSTM) is an 

artificial recurrent neural network (RNN) architecture used in the field of deep learning

[5]. It cannot only process single data points, but also entire sequences of data. LSTM 

networks are well suited to making predictions based on time series data, since there can 

be lags of unknown duration between important events in a time series. We use the ICU

case data as multi-Case multivariate time series. At first, we transfer the case data into 

Pandas DataFrame of series framed for supervised learning. As example of this prototype, 

this program predicts the next serum creatinine values (SCr), which is the most important 

indicator of AKI.We use 3 time steps(n=3) for 1 prediction, i.e., we use the laboratory 

results of 3 time steps of one case to predict the next SCr value of next time step. For 

multi-cases predictions, the data-structure is as follow:

Figure 2. SCr. Prediction of multi-cases

2.4. Training of neural network

Keras API is used to train the dataset. Keras is a deep learning API written in Python, 

running on top of the machine learning platform TensorFlow [6], which is installed on 

CUDA GPU. GRU is also used and compared with LSTM to get better results and 

performance. 60% dataset is used for training and 40% for evaluation of training.

3. Result

Serum creatinine is reported as milligrams of creatinine to a deciliter of blood (mg/dL), 

n: timesteps for 1 prediction, inv_yhat: forecast, inv_y: actual, RMSE: Root Mean 

Square Error. We got following results:

n=1: inv_yhat: [1.33949034 1.44861898 1.37046677], inv_y: [0.8 0.8 1.3], Test 

RMSE: 0.489

n=2: inv_yhat: [1.32214486 1.41522023], inv_y: [0.8 1.3], Test RMSE: 0.378

n=3: inv_yhat: [1.28334119], inv_y: [1.3], Test RMSE: 0.017

If set n=4, we got “out of range” error, so we use n=3 as our result. The reason of 

“out of range error” is that some of our patients have only 4 labor results during their 

ICU stays. If n = 4, no prediction can be made. We should not delete such patients’ data 
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because they can give contribution for prediction if we set n<4. We train the RNN on 

whole dataset (i.e., multi-cases prediction). As the result shown, this prototype can 

predict criteria (SCr) of AKI with a RMSE (Root Mean Square Error) of 0.017mg/dL.

4. Discussion

The prediction of AKI is very challenging; therefore, this study is only trying to make a 

prototype of a prediction approach, following points can be considered for further 

improvement of the prediction’s precision: 

� Prediction should be grouped by demographics to avoid Simpson's paradox. 

E.g., using data of same age/sex group for prediction is better than mixed data.

� Influence of medications and comorbidities should be considered. Vital signs 

measured at the bedside such as ECG, SpO2, and respiration rate could also be 

helpful for AKI development prediction. However, because our activation 

function of neural network is based on Bayesian theorem, the conditional 

independence of features should be further analyzed and managed before we 

can use them to minimize overfitting.

5. Conclusion

Because of the complexity of the clinical data, it is difficultly to precisely analyze the 

clinical features manually by using statistical methods such as linear regression. Our 

purpose of feature engineering is keeping the original information of data and dimension 

reduction at same time, our algorithm can achieve these goals automatically, it can 

predict some important laboratory test results of acute kidney injury, such as serum 

creatinine, with a RMSE (Root Mean Square Error) of 0.017mg/dL. Therefore, our 

program can make early alert before AKI occurs.
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Abstract. Optimization of interdisciplinary team-based care is an important strategy 
to improve home health care for older adults. An electronic, shared care plan was 

designed with aim to support shifts toward greater client and family involvement 

and interdisciplinary team functioning. Content for the home health collaborative 
care plan (HHCCP) was determined through a review of existing care plans, 

engagement with client and family partners, and usability testing by home health 

clinicians using a paper prototype. Client and family consultation and usability 
testing led to the identification of new and unique requirements for the HHCCP. We 

provide an example of how a paper prototype was used to validate and determine 

additional requirements for electronic clinical documentation and conclude that end 
users should be involved in the design of electronic clinical documentation as early 

as possible. 

Keywords. Electronic shared care plan, patient centred care, home care 

1. Introduction 

British Columbia’s health system is progressing through a system-wide redesign to 

become more person-focused, accessible, sustainable, and achieve better population 

health outcomes. Important strategies for seniors care are to optimize functioning of 

home health interdisciplinary teams and linkages with clients’ primary care providers 

and teams. Within Interior Health Authority (IHA), home health interdisciplinary teams 

currently complete electronic clinical documentation in discipline-specific electronic 

documents. IHA leaders determined the need to develop an electronic collaborative care 

plan (HHCCP) in order to enable a person-centred, interdisciplinary team-based 

approach to delivery of home health services. 

A collaborative or shared care plan is both a patient-centred health record that 

supports communication amongst the health team and a tool for clients to become as 

involved in their health care as they wish to be [1]. A recent literature review of health 

care transformations and care plans for frail, multimorbid elderly populations found the 

care plans did not capture client-reported outcomes nor the monitoring of care 

interventions [2]. The majority of care plans did not capture client perspectives about 
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their health needs or what mattered to them in their health care. This paper describes the 

methodology used to determine the content and other design requirements for the 

HHCCP. The methodology is novel as it engages client (i.e. patients) and captures 

information about patient perspectives and outcomes. 

2. Methods 

The initial requirements for HHCCP were to enable all involved home health clinicians 

to document their discipline-specific goals and interventions of care into a single care 

plan. The methodology consisted of three steps that were used to identify detailed 

requirements for the HHCCP: (1) a review of internal and external care plan documents; 

(2) a consultation with client and family partners; and (3) usability testing using a paper-

based prototype. 

2.1. Step 1: Review of Care Plans 

The design team conducted a review of paper and electronic care plan documents used 

in IHA. Shared care plans provided by the Institute for Healthcare Improvement [3] and 

the Agency for Healthcare Research and Quality [1] websites were also examined to 

identify additional information that would be valuable to include in the HHCCP. 

2.2. Step 2: Client and Family Consultation 

The British Columbia Patient Voices Network assisted with identifying adults over the 

age of 65 years to participate in a virtual focus group that occurred via teleconference 

and optional videoconference. Focus group participants received a brief description of 

the project and a sample shared care plan prior to the focus group meeting. The focus 

group posed two questions: 

� How might a shared care plan be helpful or useful to clients and/or families 

� What information should be included in the shared care plan. 

The focus group teleconference was recorded to allow for review and analysis. 

2.3. Step 3: Paper Prototype Testing 

Content identified in the review of care plans and input from the client/family focus 

group was used to create the paper prototype. The design team met with representative 

home health clinicians (test clinicians) from across the IHA region to test the paper 

prototype according to the following procedure: 

� The design team first created two client scenarios to enable a simulation for 

future use of the electronic HHCCP. The fictional client scenarios described the 

health and social situation for two imaginary clients previously unknown to 

home health whose care would involve several different home health 

disciplines. The scenarios also specified the order of team member involvement, 

several client goals and related interventions of care. 

� The prototype testing sessions were audio-recorded and began with a review of 

the project, the HHCCP prototype and the test scenario. Each test clinician 
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received a paper copy of the HHCCP prototype and a test client scenario to 

reference during the testing session. 

� The first involved clinician described the steps they would take to complete the 

initial assessment and care planning session with the test client and to complete 

the HHCCP paper prototype. The design team directed the clinician to think 

aloud while completing the HHCCP paper prototype. 

� The paper HHCCP prototype was then passed to each of the identified 

additional team members, each of whom were asked to think aloud while 

documenting their respective additional client goals and care interventions into 

the HHCCP prototype. 

� The design team reviewed the test session audio recordings to document 

participant questions, areas of confusion and concerns expressed about the 

HHCCP and incorporated changes into the HHCCP paper prototype. 

3. Results 

All of the methods used to gather HHCCP requirements led to the identification of new 

and unique requirements for the HHCCP. Content of the HHCCP and the identification 

source are described in Table 1. 

Table 1. Content requirements for the electronic home health collaborative care plan. 

Requirement Description Source 
Client identifying 

information 

Such as name, address, phone, health number, account 

number, primary care provider or most responsible provider. 

Care plan review 

What Matters to 

the Client 

Free text capturing client’s expressions of what matters to 

them 

Care plan review 

Health Care 

Needs 

Free text capturing client’s response when clinician asks 

“How can I help?” 

Care plan review 

Client 

Background 

Free text field capturing client’s response to inquiry re: 

ethnic background, personal identify, or language 

Care plan review 

Culture and 
Spiritual Practice 

Free text capturing client’s response to inquiry re: cultural 
or spiritual practices or belief system 

Prototype testing 

Additional 

Information 

Free text capturing client’s response to “What else is 

important for your care team to know about you?” 

Client & Family 

engagement 

Formal/Informal 
Supports 

Free text capturing client’s response to inquiry regarding 
others who help them with their health. 

Care plan review 

Team Members Name, discipline, phone number and service end date for 

each involved home health team member 

Care plan review, 

Prototype testing 

Health Conditions List of active health conditions Care plan review 

Advance Care 

Plan 

Yes/No/In Progress response and mandatory free text 

description if Yes or In Progress is selected 

Prototype testing 

InterRAI Clinical 

Assessment 
Protocols 

For clients assessed using the InterRAI-HC assessment, 

there is requirement to align care planning with any 
identified clinical assessment protocols 

Care plan review 
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Care Goals and 

Next Steps 

Client goals and related interventions are documented in the 

appropriate category: Functional Mobility; Pain 

Management; Medication Management; Bowel/Bladder 
Management; Nutrition/Hydration/Swallowing; Cognitive 

Functioning; Mental Health and Substance Use; Social 

Determinants of Health; Other Health Challenges 

Care plan review 

Prototype testing 

Team Notes Free text used for client-sensitive planning information 

which does not appear on client copy of the HHCCP 

Paper prototype testing 

Print Client Copy Yes/No response indicating if client would like a copy of the 

HHCCP 

Client & Family 

engagement 

Name and 
Credentials 

 Care plan review 

4. Discussion 

While a review of existing care plans identified most of the content for the HHCCP, 

additional requirements were determined through consultation with end users of the 

HHCCP; namely client and family partners and clinicians.  All of the client and family 

partners consulted in this project identified benefits of the HHCCP and provided 

examples of how they would use the HHCCP if/when it was to become available to them. 

Clients and families identified a new requirement to ask clients if there was anything else 

they wanted their care team to know about or consider in their health care and confirmed 

the importance of offering clients a copy of the care plan. During the paper prototype 

tests, home health clinicians identified requirements to document advance care plan 

information, create a section for client-sensitive information that would not appear on 

the client copy, and to separate the client background, identity, culture and spirituality 

question into two distinct questions. Clinicians also identified the need to include the 

service end date for each involved team member. 

5. Conclusions 

We conclude that clients and families should be engaged into the design of clinical 

documentation that is intended to be shared or used by them. We provided an example 

of how a paper prototype can be used to define and validate requirements for electronic 

clinical documentation and also recommend that clinician users become involved early 

in the design of electronic clinical documentation. 
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Abstract. The present study aimed to systematically search in app stores and 

intended to carry out content analysis of free Persian mobile health apps in the 

management of COVID-19 and, ultimately determine the relationship between the 
popularity and quality of these apps. According to a researcher-made checklist 

including five axes of ease of use, privacy, data sharing, education, and 

monitoring, four app markets such as Myket, Bazzar, Google Play and App Store 
were searched from May 2021 up to now. The findings showed that all selected apps 

performed well in terms of ease of use and privacy but they needed to be improved 

in terms of education, monitoring, and data sharing. Also, there was no significant 
relationship between the popularity and quality of these apps. Owing to the high 

penetration rate of smartphones in Iran and the low popularity of COVID-19 apps, 

government, developers, and investors are required to improve the quality of apps 
and their marketing. 

Keywords: Mobile health app, COVID-19, Persian app, Content analysis. 

1. Introduction 

Recently, outbreak of SARS-CoV-2 pandemic and the subsequent increase in mortality 

rate stressed the need for gaining information on various aspects of the virus [1]. Of 

course, The number of mobile health (m-health) apps has grown dramatically since the 

outbreak of the COVID-19 pandemic. COVID- related-m-health apps enjoy a number of 

other useful functions, including contact tracing and symptom control by health care 
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professionals and monitoring the number of infections [2].Hence, Evaluating the content 

and features of mobile apps is very important to guide users in choosing the right mobile 

app based on their needs. It should be noted that the studies conducted so far to evaluate 

the quality of COVID-related apps are mainly in English [3]. Also, A study that focused 

on Persian language considered all apps and systems and evaluated them based on MARS 

scale [4].Accordingly, the present study focuses solely on free Persian m-health apps in 

managing COVID-19 and uses a researcher-made checklist based on specific pandemic 

features to evaluate the apps.  

2. Method 

Based on PRISMA 2020 steps, to find Persian mobile apps, Myket, App Store and 

Bazaar mobile app stores were selected due to the coverage of Persian m-Health apps 

and App Store and Google Play platforms and web search were also selected to get the 

desired results. Then, Persian keywords including "کرونا" and "19-کويد" from May 2021 

were considered as our main search. Inclusion Criteria, here, included mobile apps that 

launched at the time of the epidemic, and focused on the management of COVID disease 

in terms of diagnosis, education, follow-up and counseling. 46apps selected for full 

review. At this stage, the assessors fully evaluated the remaining apps regarding 

capabilities and functions and excluded apps that focused only on one aspect and did not 

cover other related areas. Then 21apps entered the final evaluation stage (Figure1). 

 

Figure1. The PRISMA flowchart of the screening process of the reviewed national Persian apps related to 

COVID 

A researcher-made checklist (this is available upon request from the corresponding 

author) was designed based on m-Health programs evaluation criteria, literature review, 

and WHO guidelines on digital health interventions to classify the app functions [5-7]. 

It consisted of 37 questions in five axes (includes: ease of use, privacy, data sharing, 

education and monitoring) scored on a two-point scale, one for Yes and zero for No. 

Two assessors evaluated each app independently and every discrepancy was dealt with 

in a joint meeting with a third assessor. Subsequently, Apps with scores higher than the 

average score (18.5) were rated as acceptable. Accordingly, only did four apps receive 

acceptable scores, and the others were excluded from the study. 
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3. Results 

All mobile apps in the qualitative step were evaluated according to each of the five axes. 

Five items were examined in ease of use axis namely as: flexibility and customization, 

understandable figures and icons, application assistance, data entry, and page forward 

and backward easiness). Overall, Mask, AC19 and Safirane Salamat apps got the most 

points from this axis (5 points each). Four items were examined in privacy axis -i-e- 

Legal commitment, username and password, username and passwords change, 

reregistration). Safirane Salamat and Corona (online diagnosis/statistics/education) 
apps obtained the highest scores in this axis (4 points each). Eleventh items were 

reviewed in data sharing axis-i-e- access to health history, volunteers assistance in crisis, 

search in app, send health reminders, link to educational pages, demographic data entry, 

data sharing from app, automatic data entry from user profile, online consultations, users 

feedback entry, users experience sharing and forums ). The highest score in this axis 

belonged to Safirane Salamat, Corona (online diagnosis/statistics/education), and 

AC19 apps (9, 6, 6 points respectively). In education axis, nine items were examined as 

follows: education by images, health events information, patients and relatives 

educations, COVID death information, latest COVID cases according geographical 

parts, COVID statistics by tables and graphs, prediction COVID pattern in future, 

provide prevention video, send periodic massages for users ). Overall, AC19 app 

obtained the highest score in this axis (Score 9 out of 9). In monitoring axis, eight items 

were examined as follows: user tracking, patients monitoring from home, introducing 

labs and medical imaging centers, follow up patient’s symptoms, evaluating possibility 

of COVID infected, monitored quarantine, introducing symptoms which need physician 

visit, providing health center address and map). Altogether, Safirane Salamat and Mask 

apps received the highest scores in this axis (6 points each). Having determined the final 

score of the apps, the download rate was extracted based on the download statistics of 

the app stores. Then, Pearson correlation test was used to test the relationship between 

the total score of the apps and the download rate and, of course, no significant correlation 

was observed between them (p = 0.690, r = 0.310). 

    

Table1. Final national Persian COVID-19 mobile apps features. 

App Name Star 
rating/form 

Download Main Features Platform Size 
(Meg) 

Safirane Salamati 4/169 +23000 Education Android/iOS 25.3 

AC19 4.1 
/6651 

+50000 Risk 
assessment/self-

assessment 

Android 5 

Mask 4.1 

/6719 

+700000 Education/risk 

assessment 

Android 27 

Corona(online 

diagnosis/statistics/education) 

3.5/11 +500 Education/ risk 

assessment 

Android 14 

Based on the total points, the Safirane Salamat app obtained the highest score (score 

of 29), followed by Ac19 (score of 26) and Mask (score of 21). These selected apps, and 

Corona (online diagnosis/statistics/education); (score of 19), obtained more than 50% of the 

quality review score. The features of final selected apps are demonstrated in Table1. 
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4. Discussion 

Needless to say that Public-private partnerships can contribute to the applications success 

and involve in achieving health goals [8]. Mask app, the most popular Persian m-health 

app, was launched through the government/ non- government participation. Reportedly, 

the ease of using m-health apps and education seems to be one of the effective items for 

m-health apps. All four apps received acceptable scores for ease of use. User education 

is one of the capabilities of m-health apps in preventing the spread of disease. AC19 app 

obtained the highest scores in this area and provided education content. The only Persian 

app which was capable of tracking users' calls from the beginning was the Mask. Mask 

and Safirane Salamat were able to provide strategies to support people in quarantine. 

According to the results of the correlation analysis, there was no significant relationship 

between the popularity of apps and their quality, which is consistent with the results of 

Wang's study [9].Hence, it can be concluded that the popularity of apps such as ads or 

search engine optimizations can be increased without necessarily being a higher quality 

than other apps. The final apps have been successful in ease of use and privacy. These 

apps need to be upgraded in terms of data sharing, education, and monitoring. Online 

consultation were not considered in the selected apps, though. As far as education axis 
was concerned, most apps provided educational information from the Ministry of Health 
and Official Scientific resources due to government affiliation, which were the strong 

points of these apps. In terms of monitoring, apps were only capable to assess the risk 

and make recommendations to visit the doctor, and were not able to monitor patients or 

suspected cases or people in quarantine. User tracing and quarantine monitoring were 

among the most important features of COVID- 19 apps, which were neglected in Persian 

m-health apps, though. The results of the present study showed that the most successful 

Persian m-health apps have been designed, launched, and even marketed through 

government support.  
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Abstract. During the COVID-19 era, technology-enhanced protection of this 

disease has saved lives in developed countries in which citizens have the privilege 
of accessing and using such technologies to fight Coronavirus. In the undeveloped 

countries, on the other hand, citizens have had no accession or ability to use digital 

technologies to prevent COVID-19. Having this in front, in the MyShield research 
project, we aim to address how to teach self-care skills in undeveloped countries in 

the era of COVID-19 using a mobile low-cost application effectively based on a 

standard educational model (ADDIE). This paper reports a framework that arises 
from the results of semi-structured interviews and online workshops conducted in 

the ADDIE design process for the self-care mobile application. The specialists 

contributed to indicte the appropriate content for teaching self-care skills while 
informants contributed to optimize the user experience flow. 

Keywords. Self-care, COVID-19, Mobile Application, Undeveloped Countries. 

1. Introduction 

In the early days of the Coronavirus epidemic, developed and high-income countries 

used digital technologies (e.g. Contact tracing, IoT, Big-data analytics, and AI) to fight 

the COVID-19 pandemic [1]. Singapore used an AI Chatbot, Hong Kong and South 

Korea used contact tracing technology, Canada and Australia used (COVID Alert app) 

and (COVIDSafe app) respectively to prevent and inform citizens about COVID-19 [1-

3]. Undeveloped countries, on the other hand, are quasi unable to create or use digital 

technology to prevent and fight the pandemic COVID-19. Moreover, undeveloped 

countries in the COVID-19 era face more problems and harm than developed countries 

due to poverty and corruption in the economy, a weak social health system, and an 

inability to meet self-care requirements [4]. In a 2020 study examining the number of 

mobile applications available to fight and prevent COVID-19, researchers found that 
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over 25 pertinent applications have been developed in areas such as remote assistance, 

patients monitoring, current status, and COVID-19 prevention [5]. Nonetheless, none of 

these applications focuses on training self-care skills in undeveloped countries.   
MyShield is a research project that aims to develop a low-cost and high-impact digital 

technology for undeveloped countries through a standalone mobile application based on 

the standard educational design method (ADDIE).  Our paper presents the results from 

an early project phase, where the specialists contributed appropriate content for teaching 

self-care skills while informants contributed to the user experience flow.  

In the study, our aim is to answer two questions:  

RQ1: In the era of COVID-19, what are the appropriate contents for teaching self-
care skills?  
RQ2: How should the features and user experience flow of a mobile application for 
teaching self-care skills be designed? 

2. Methods 

The MyShield project employs the ADDIE design approach [6] for the mobile 

application development that is conducted in five phases: 1) Analysis, 2) Design, 3) 

Development, 4) Implementation, and 5) Evaluation. The project is in an early stage; this 

paper reports on the first phase, where 5 specialists and 14 informants helped us identify 

and collect the data required for the mobile application. For the response to the first 

question, semi-structured interviews were conducted with 5 specialists (3 infectious 

disease specialists and 2 nursing specialists) for achievement on the appropriate content 

for teaching self-care skills. To answer the second question, we held an online workshop 

with the presence of informants with the Zoom software. These were (are) experts in the 

fields of health information technology, medical informatics, user experience designers, 

and as well as Android mobile application developers.  This cohort was enrolled using a 

call via social networks (Instagram and Facebook) published on 1-20 March 2021. 

Ultimately, 14 informants responded to our call: 6 females and 8 males. The average age 

of the informants was 38 years. At the beginning of the online workshop, we introduced 

the participants to the research and explained the objectives of the MyShield project. In 

the next step of our online workshop, we asked the informants to explain in detail the 

requirements, feature list, and user flow of their mobile application user experience. Data 

was collected through video recordings and comments during the online workshop, 

which lasted an average of three hours. Qualitative methods were used to analyze and 

categorize user needs, requirements application, and user experience for the self-care 

(MyShield) mobile application. In order to display the user experience flow, the 

Balsamiq Mockups software was used.  

The study was conducted obtaining the approval of the Ethics Committee of Tarbiat 

Modares University, Tehran, Iran (IR.MODARES.REC.1399.142). 

3. Results  
Response to RQ1: As a result of the interviews with specialists, the following outcomes 

were reached: In the application, standard and scientifically accepted contents should be 

considered. As a result, the application must be easily updated so that users can obtain 

any useful and valuable content in the subject area of COVID-19 self-care without 
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interruption. Specialists agreed that the application would be better if covering the 

following topics: motivating yourself, daily life management, personal hygiene, healthy 

eating, and exercise. Self-motivation content needs to teach users how to think positively, 

motivate themselves, and utilize their intrinsic motivations. Even in these matters, 

spirituality motivation can be used. In matters related to daily life,, the teaching of 

strategies for stress, fear, and anger management must be considered. Education is also 

essential in other areas, such as managing life during personal quarantine and social 

activities. Personal hygiene can include education about masking and observing social 

distance, washing hands, and knowing how to employ disinfectants. Educating people 

about healthy eating should include these topics: useful supplements, beverages, fatty 

foods, proteins, dairy products, nutrition programs, and smoking. The topics that are 

covered in exercise education include exercising at home, conditions for exercising 

outdoors, professional exercise, intensity of exercise and, exercise in self-quarantine.  

Response to RQ2: Informants agreed on the following flow of features of the 

mobile application (MyShield): start the application with a splash screen. After that, the 

registration screen should appear. Registration should be quick and easy, and the user 

should be asked for only a few pieces of information (i.e. E-mail, user name, and 

password). Following that, the intro slider should be displayed on the first launch of the 

application. It is better to introduce the application in at least 3 slides. After the 

introduction slider, the showcase feature should appear for users to become familiar with 

the application.  Following these screens, the user should be presented with the main 

menu. The main menu can use two action bars. One at the top of the page displaying the 

search features of the entire application and the other at the bottom of the page containing 

buttons, messages, help, settings, and profiles. Additionally, the hamburger button can 

be made visible in the left-hand corner of the screen. Tapping on it should display the 

application settings. The settings screen should include features i.e. font setting, title 

search, clean checkmark, find, last read, dark them, notification, changing password, and 

about us.  Educational content must be button shared and checked marked. Content 

should also be able to be liked or disliked by the user.  

Figure 1 shows the user experience flow using Balsamiq Mockups software. 

 

Figure 1. User experience mobile application self-care flow. 
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4. Discussion  
Five specialists and fourteen informants participated in this study with the aim of 

responding to two research questions (RQs) which are parts of the first phase of the 

MyShield project (Analysis phase). On RQ1: According to the specialists, the main 

educational menus are five topics (motivating yourself, daily life management, personal 

hygiene, healthy eating, and exercise). The importance of managing stress and fear in the 

face of COVID-19 has been emphasized in other studies [7]. In addition, maintaining a 

healthy diet and regular exercise can greatly enhance the immune system's ability to fight 

against COVID-19 [8]. The content expressed by specialists is of great importance for 

use in the application and has been incorporated in most self-care research related to the 

COVID-19 era [9]. On RQ2: The informants in the online workshop helped us to draw 

the user experience flow and features of the application (MyShield). During the COVID-

19 Pandemic, users will find m-Health applications of better acceptability if they are 

designed with an effective user interface and based on user experience [10]. Some 

limitation to this study is the small number of informants. Nevertheless, it was 

determined that the participants substantially represented the intended user group of the 

mobile application. Future research can address with a more number of informants. 

5. Conclusion  

We are pleased that interviews with specialists provided us with titles and content for the 

application, while the online workshop with informants led to a pertinent final version 

of the application user experience flow for MyShield. 
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Abstract. Medications Dexamethasone, Remdesivir or Colchicine, used to treat 
COVID-19 patients, have significant interactions with other medications and the 

human genome. The study presented in this paper investigates how to use the 

Personalized Medicine Therapy Optimization Method (PM-TOM) to minimize these 
interactions in polypharmacy therapies of COVID-19 patients. We applied PM-TOM 

on the EMR database of Harvard Personal Genome Project (PGP), drug database 

DrugBank and Comprehensive Toxicogenomics Database (CTD) to analyze 
polypharmacy therapies augmented with these medications. The main finding is that 

these COVID-19 medications significantly increase the drug and gene interactions 

in partially optimized (or unoptimized) therapies, which is not the case in the fully 
optimized ones. For example, the test results show that in polypharmacy treatments 

for patients having between 3 and 8 conditions, the average number of drug and 

gene interactions in partially optimized therapies ranges from 3 to 18 after adding 
Remdesivir, 4.3 to 20 Colchicine, and 4.7 to 23 Dexamethasone. On the other hand, 

these interactions in fully optimized therapies range only 0.6 to 5.2, 1.2 to 7, and 2.7 

to 11, respectively. These results suggest that polypharmacy therapies should be 
carefully examined before adding these medications. This recommendation applies 

to all other situations when polypharmacy patients may conduct new serious 

conditions, such as COVID-19, requiring additional medications with a high number 
of drug and gene interactions. 

Keywords. COVID-19, PM-TOM, Clinical Decision Support Systems (CDSS), 

Dexamethasone, Remdesivir, Colchicine, Polypharmacy, Multimorbidity, Drug-
Drug Interactions (DDI), Drug-Gene Interactions (DGI). 

1. Introduction 

The Medical Guidelines for Treating COVID-19 Patients [1] of the US National 
Institutes of Health (NIH) recommend drugs for various categories of these patients. For 

example, high-risk hospitalized patients who do not require supplemental oxygen should 

be treated with Remdesivir. Dexamethasone is recommended only for patients who need 

invasive mechanical ventilation or extracorporeal membrane oxygenation (ECMO). NIH 

also reported several active or completed studies on the benefits of Colchicine for 

COVID-19 patients. For example, study [2] found that the median hospitalization time 

was reduced from nine to seven days for the COVID-19 patients treated with Colchicine. 

                                                           
1 Corresponding Author, Azra Lagumdzija-Kulenovic, Absolute Information Age, Inc. Toronto, 

Canada; E-mail: azra.kulenovic@rogers.com. 

 

Informatics and Technology in Clinical Care and Public Health
J. Mantas et al. (Eds.)

© 2022 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI210872

114



 

 

While these medications could help the COVID-19 patients to overcome this 

infection without serious outcomes, they may also pose a significant risk due to their 

numerous drug-drug interactions and drug-gene interactions (DDIs, DGIs). For example, 

the total number of DDIs for Dexamethasone is 1,211, Colchicine 1,297 and Remdesivir 

442, according to DrugBank [3]. 

Several studies, for example [4], report a high occurrence of adverse drug and gene 

interactions in polypharmacy cases (66-87% of the patients had DDIs and 34-73% DGIs). 

In addition, study [5] found that adverse drug reactions and interactions were between 

the fourth and sixth causes of death in the US. So, the possible adverse drug and gene 

interactions of the COVID-19 medications should be carefully considered before adding 

them to polypharmacy treatment of multimorbidity patients infected with SARS-CoV-2.  
This study used the Personalized Medicine - Therapy Optimization Method (PM-

TOM) [6, 7] to optimize DDIs and DGIs in polypharmacy treatments extended with the 

COVID-19 medications. To the best of our knowledge, PM-TOM is the only published 

method for optimizing both the drug-drug and drug-gene interactions in polypharmacy 

treatments. The results suggest that these interactions can be significantly reduced, thus 

increasing the chances for multimorbidity patients to overcome COVID-19 with minimal 

consequences. 

2. PM-TOM Method  

The PM-TOM datasets are a database of Electronic Medical Records (EMR), Drug 

Repository (DRG), and Gene-Drug Repository (GDR). PM-TOM retrieves the patient’s 

conditions, prescriptions and genome from EMR (only pharmacogenetic and pathogenic 

gene variations). The drug repository (DRG) offers data about the active medication 

ingredients (referred to as “drugs” in this paper), commercial drug products (referred to 

as “drug products”) and drug-drug interactions. Gene-Drug Repository (GDR) keeps data 

about drug-gene interactions and their severities. Further information about the PM-TOM 

Data Model can be found in papers [6, 7]. 

PM-TOM inputs are a patient’s: conditions, genome and drug products considered 

by a physician, clinician or clinical pharmacist for treating these conditions. Several drug 

products can be provided for each condition, with an indication of the preferred one. The 

list of preferred drug products forms so-called Initial Therapy (IT). 
PM-TOM outputs are (i) Optimal therapy for considered drugs (OTCD), (ii) Optimal 

therapy for all drugs (OTAD) and (iii) a Personalized Therapy Report (PTR). PM-TOM 
creates OTCD after examining drug and gene interactions in the considered drugs and 

OTAD after looking into all drugs in EMR prescribed for the same conditions by other 

physicians, clinicians or clinical pharmacists. In the rest of this paper, OTCD will also be 

referred to as partially optimized therapy and OTAD as fully optimized therapy. Lastly, 

PTR reports the patient’s demographic data, conditions, considered drugs and drug 

products, partially and fully optimized therapies, along with their Cumulative Adverse 
Drug Interactions Indicators (CADI), explained below.  

As the number of all combinations of potential medications for a patient’s 

conditions could be rather high, PM-TOM implements an iterative heuristic algorithm 

[6] that examines a select set of candidate therapies rather than all possible ones. For 

finding an OTCD, these candidate therapies are derived from the initial therapy (IT) by 

replacing only one drug preferred for a condition with another drug considered for the 
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same condition.  For creating the corresponding OTAD, the PM-TOM would repeat the 

same process, starting with OTCD rather than IT and examining all medications from EMR 
indicated for the same conditions.  

For each candidate therapy, PM-TOM calculates indicator CADI as a weighted sum 

of its drug-drug and drug-gene interactions [6, 7]. The optimal therapy will be formed 

by selecting a drug for each condition whose candidate therapy has minimal CADI against 

the candidate therapies formed from other drugs considered for the same condition.  In 

that way, the algorithm evaluates only a small subset of all candidate therapies, which 

significantly reduces its complexity. 

3. Testing Results and Discussion 

In this study, we implemented the PM-TOM method on 484 EMRs from the PGP 
database of the Harvard Personal Genome Project [8].  These records include the 

patient’s conditions, drugs prescribed for the treatment of these conditions and genome. 
In addition, the drug database DrugBank [3] was used to find the drug-drug interactions 

(DDIs) and the Comprehensive Toxicogenomics Database (CTD) [9] to retrieve drug-

gene interactions (DGIs).  
We added condition COVID-19 and then medications Dexamethasone, Remdesivir 

or Colchicine to the PGP EMRs. Then we used PM-TOM to calculate the CADIs of their 

OTCD and OTAD therapies before adding each of these medications and after. Table 1 

summarizes information about the groups of examined EMRs: the number of conditions 

before the patient contracted COVID-19 (Conditions#), the total number of patients in 

each group (Cases#), the average number of patients’ pharmacogenetic and pathological 

genes (Genes#) and the average number of all drugs from EMR indicated for patient’s 

conditions (Drugs#). It also shows the average CADIs of OTCDs and OTADs in the original 

therapies and therapies augmented with each COVID-19 medication.  
 

Table 1. Testing cases and their drug and gene interaction indicator (CADI) before and after applying COVID-
19 medications. OTCD-Optimal Therapy for Considered Drugs, OTAD-Optimal Therapy for All Drugs. 
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1 272 5.4 9.6 0.2 0.03 0.5 0.06 1.0 0.33 2.8 2.2 
2 122 7.4 18.5 1.0 0.3 1.7 0.4 2.4 0.7 4.7 3.2 
3 49 3.9 28.5 2.1 0.4 3.0 0.6 4.3 1.2 5.5 2.7 
4 16 4.4 28.7 3.4 1.1 4.9 1.6 6.1 2.7 7. 6 4.4 
5 13 4.5 41.8 4.9 2.1 6.6 2.7 8 3.5 10.2 6.1 
6 3 0 49. 7 8.3 5.3 10.3 5.7 12. 7 7 12.3 7 

7-8 5 6 61.8 15.4 5 18 5.2 20.4 7 23.2 11 
>8 4 15.5 49.5 24.2 19.5 25.2 21.2 31.2  29 34  28 

 

 

These results confirm previous findings that PM-TOM can find polypharmacy 

treatments with significantly reduced drug and gene interactions. For example, in the 
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group of three conditions, the average OTCD’s CADI is 3.0 after adding Remdesivir, while 

the average OTAD’s CADI is only 0.6. For Colchicine, these reductions are from 4.3 to 1.2 

and Dexamethasone from 5.5 to 2.7. In the group with five conditions, these decreases 

are even more substantial: 6.6 to 2.7, 8 to 3.5 and 10.2 to 6.1.  

The second observation is that these COVID-19 medications significantly increase 

the drug and gene interactions in partially optimized therapies and, consequently, 

unoptimized ones, which is not the case in fully optimized therapies. For example, as 

shown in Table 1, in polypharmacy patients having 3 to 8 conditions, the CADIs of 
partially optimized therapies including Remdesivir would increase from 3 (in 3 

conditions) to 18 (in 8 conditions), for Colchicine from 4.3 to 20 and Dexamethasone 
4.7 to 23. On the other hand, the CADI of the fully optimized treatments ranges only from 

0.6 to 5.2, 1.2 to 7, and 2.7 to 11, respectively.  

4. Conclusion 

These results further emphasize a need for the minimization of adverse drug and gene 

interactions in polypharmacy therapies. The above findings also show significant room 

for further fine-tuning of these therapies should a physician, clinician, or clinical 

pharmacist opt to modify PM-TOM recommendations due to the aspects not currently 

considered in this method, such as patient’s age, gender, ethnicity, etc.  

Proper selection of polypharmacy therapies is particularly important when the 

polypharmacy patients could acquire new severe conditions, such as COVID-19, which 

may need medications with a high number of drug and gene interactions, like 

Dexamethasone or Remdesivir or Colchicine.  
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Abstract. In early 2021, the European Commission presented a proposal to 
introduce an EU Digital COVID Certificate, which should enable safe border 

crossings for citizens within the EU during the COVID-19 pandemic. Subsequently, 
all EU Member States successfully introduced the EU Digital COVID Certificate by 

1 July 2021. This article focuses on a review of the technological and process aspects 

identified in the introduction of the EU Digital COVID Certificate in Slovenia. The 
research applies a case study framework, including focus group discussions, as the 

primary data collection method. The research findings expose the technological and 

process complexities related to the dispersed data sources and fairly intricate and 
copious business rules used for the creation of the EU Digital COVID Certificate. 

Moreover, the study implies that the ad hoc introduction of such demanding and 

sensitive digital solutions in the future will not be possible without the establishment 
of effective national health information infrastructures across the EU.  

Keywords. COVID-19 pandemic, EU Digital COVID Certificate, technological and 

process aspects, case study, Slovenia 

1. Introduction 

The EU Digital COVID Certificate (DCC) was introduced on 1 July 2021 in all EU 

Member States and it is based on the uniform EU framework for the issuance, verification, 

and acceptance of interoperable certificates of COVID-19 vaccinations, tests, and 

recovery, which are intended to facilitate free movement under the pandemic health 

conditions [1]. The DCC is recognized in all EU Member States, which generally enables 

the harmonized elimination of potential travel restrictions, and above all ensures the same 

approach to issuing and in particular verifying DCCs. All EU citizens and third-country 

nationals legally residing in the EU who hold a DCC should be exempt from restrictions 

on free movement while traveling in the same manner as nationals of the EU Member 

States visited. However, regardless of the uniform arrangement of and agreement on the 

DCC, EU countries will still be able to introduce measures independently to a certain 

extent [2], which means that the conditions for free movement may still differ between 

countries. The DCC contains essential information such as name and surname, date of 

birth, date of issue, relevant information on the vaccination against COVID-19, negative 

test results, and recovery from COVID-19, and a unique certificate identifier. The DCC 
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is only issued for COVID-19 and the countries visited may not keep this information. 

Only the validity and authenticity of the DCC are verified, and the authority that issued 

and signed the DCC is checked. The health information remains the responsibility of the 

Member State that issued the DCC.  

In Slovenia, the entire DCC system was established by the National Institute of 

Public Health (Nacionalni Inštitut za Javno Zdravje, hereinafter: NIJZ), which also 

manages the national eHealth solutions and is the only authorized DCC issuer in the 

country. The digital solution enabling the creation of the DCC is based on the records 

contained in the Central Registry of Patient Data (CRPD) and provides access to the 

DCC for patients, healthcare professionals, and authorized personnel at the NIJZ. The 

DCC can be stored in paper form or on a mobile device. Both versions are equipped with 

a QR code that contains the essential information and a digital stamp, which attests to 

the authenticity and validity of the DCC. This article focuses on a review of the 

technological and process aspects identified in the introduction of the DCC in Slovenia.   

2. Methods  

A case study framework, including focus group discussions as the primary data 

collection method, was applied to review the technological and process aspects identified 

in the introduction of the DCC in Slovenia. The choice of the research framework was 

based on the specifics of the research topic [3], and the approach used was deemed to be 

the most reasonable one.  

Following a comprehensive examination of the related literature and EU 

recommendations and guidelines, an extensive analysis of the introduction of the DCC 

in Slovenia was carried out with the focus group participants. NIJZ experts in charge of 

the introduction of the DCC in Slovenia, representatives from the Ministry of Health, 

and experts from external IT providers participated in twenty focus group sessions 

conducted from April to July 2021 (each teleconference session lasted approximately 

two hours). The expertise and experience of the fifteen prominent experts in the field 

participating in the focus group discussions (excluding medical expert groups dealing 

with the epidemiological concerns) ensured the credibility of the research findings. The 

insights and opinions of the participating experts were supported by the data and reports 

from the statistical and business intelligence modules contained in the DCC Application 

and other eHealth solutions. The views and discussions from the focus group sessions 

were documented in writing. A conventional content analysis was used for the analysis 

of the data obtained [4], and, along with the literature and EU materials, provided a 

means to review the technological and process aspects identified in the introduction of 

the DCC in Slovenia.    

3. Results  

A new eHealth solution, i.e. the DCC Application, ensures the issuance of the DCC in 

accordance with uniform EU standards. It is based on the CRPD, which is the 

fundamental source of data and provides essential functionalities for the DCC 

Application. Data sources for the DCC are records of nucleic acid amplification test 

(NAAT) and rapid antigen test (RAT) results, as well as records of COVID-19 

vaccinations. The DCC is available immediately upon the submission of the respective 
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test or vaccination record. A request for a DCC is triggered each time a common CRPD 

document query is performed, and the DCC is added to the patient’s other healthcare 

documents. As a result, all healthcare providers in Slovenia have immediate access to 

the DCC for every patient via existing local hospital information systems (and there is 

no need to upgrade these systems at points of care). Alternatively, healthcare 

professionals can obtain the DCCs of patients via the zVEM+ web solution, which is 

aimed at those healthcare providers whose information systems are not yet connected to 

the CRPD (e.g. pharmacies). Patients can obtain their own DCC via the zVEM Patient 

Portal (https://zvem.ezdrav.si) or the zVEM Mobile Application. The digital solution is 

located among the core eHealth services and contains the building blocks and functional 

components depicted in Figure 1. 

 

 

Figure 1. The DCC system architecture. 

 

The DCC Application ensures the retrieval of data from the CRPD and its conversion in 

accordance with the EU standards, the verification of data conformance with the rules 

for issuing the DCC, and the creation of the DCC with a digital signature and QR code. 

High performance and dedicated data queries of vaccination and COVID-19 test result 

records extract the current data that are relevant for the issuance of the DCC. Queries are 

separate from the general CRPD services, which ensures sufficient responsiveness with 

a minimal load on the basic building blocks. The creation of a DCC is automatically 

triggered each time a CRPD query is made. For end users, the process of retrieving the 

DCC is exactly the same as for other documents. The DCC is associated with other 

documents available to patients and healthcare professionals, which is a great advantage. 

There are four types of DCC available in the CRPD: a DCC of a completed vaccination, 

a DCC of a negative NAAT, a DCC of a negative RAT, and a DCC of recovery from 

COVID-19. Only tests from the common list approved by the European Commission 

allow the issuance of a DCC. In the event of non-compliance with the required criteria, 

an error or failure to meet the DCC retrieval criteria is displayed on the document. 

A prerequisite for the creation of a DCC is properly collected and recorded data. 

Healthcare providers must correctly submit records of tests and vaccinations to the 

CRPD. Providers of the RAT must properly report the testing results, and accredited 
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microbiological laboratories must provide NAAT results. As a rule, laboratories also 

provide the original microbiological report in pdf format. Records can be submitted 

through local information systems to the Patient Summary or the Electronic Vaccination 

Registry. The query for a DCC is triggered in the same way as for other documents in 

the CRPD. When a user of the zVEM Patient Portal or a local information system at a 

healthcare provider initiates a query for a DCC, the DCC Application is automatically 

called. The DCC Application obtains data from the CRPD and, in accordance with the 

rules, creates the DCC based on the data currently available (vaccinations, a DCC of the 

last negative test in the past 8 days, a DCC of a positive NAAT in the last 180 days). In 

accordance with the technical rules, the document is signed in the DCC Application with 

a valid system certificate issued by the NIJZ. An essential component of the DCC is the 

QR code, which enables authorized personnel to conduct automatic verification. The 

DCC Mobile Verification Application reads the data from the QR code, and verifies the 

authenticity and validity of the DCC. If all conditions are met and all business rules are 

followed, the DCC is available to the user; if not, an error or failure to meet the DCC 

retrieval criteria is displayed on the document. 

4. Discussion  

Slovenia successfully introduced the DCC even before the deadline of 1 July 2021.  

However, the whole project – which was directed by the European Commission, which 

provided technical guidelines and the central digital platform (EU Gateway) required for 

the issuance and verification of the DCC – was managed awkwardly and inconsistently 

in some parts. This is somewhat understandable, as it was necessary to find the lowest 

common denominator of the EU Member States, EU institutions, and national and 

international healthcare organizations. Despite the lengthy harmonization process, the 

EU Member States have retained some autonomy in setting national rules for crossing 

their state borders, which further complicates the establishment of uniform DCC 

solutions at the EU level and brings about considerable confusion among citizens, who 

are not adequately informed of the fast-changing rules. 

The whole DCC concept is relatively complex due to the multiple and rather 

dispersed data sources, on one hand [5], and the quite complicated and numerous 

business rules, on the other. If we disregard the pressure from all sides and the frantic 

circumstances in which the project was implemented [6], it should be noted that the latter 

factors caused the most problems in the development of the DCC solution and its 

introduction into everyday use. The lack of qualified digital certificates required to 

retrieve the DCC via the zVEM Patient Portal, the poor quality of the captured data, 

missing data or incomplete reporting of data on vaccinations, recovery, and testing by 

healthcare providers, legal issues – including data security and protection, rapid changes 

in code lists (especially the valid RATs on the EU list), problems with citizens who have 

recovered from COVID-19 or have been vaccinated or tested abroad, the lack of relevant 

data on foreigners living in Slovenia, and dilemmas in formulating and complying with 

the business rules due to unpredicted combinations of vaccines, tests, and time frames, 

are some of the key issues that Slovenia encountered in introducing the DCC solution. 

As elsewhere, delayed actions due to the coordination of policymakers and other 

stakeholders (national and EU), the lack of awareness of citizens, inadequate and 

inconsistent communication, and the misleading information that has flooded the media 

space, have only exacerbated the above problems. Nonetheless, approximately 990,000 
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distinct DCCs have been issued in Slovenia (the vast majority sent by post), which is a 

rather high number in terms of the population (2.1 million) and the share of those fully 

vaccinated, which is 42%. The Slovenian DCC application enables easy modifications 

of business logics without the need to upgrade the core components. Moreover, 

connection to the national CRPD platform guarantees the highest level of both reliability 

and inclusion. The central DCC service is ensuring medical-grade quality, and the DCC 

is available to the entire population. Operational experience has proven that the 

Slovenian DCC architecture is providing the required resilience, flexibility, and 

responsiveness. According to the available data reported by the EU Member States [7], 

Slovenia is among the countries with the highest number of DCC issued per capita. 

However, the effectiveness of limiting the spread of COVID-19 infections by means 

of the DCC and related approaches has yet to be evaluated [8], and the wider implications 

of similar measures is an issue that future research in this area should address.  

5. Conclusions  

The establishment of political consensus and the construction of central digital platforms 

at the EU level, with well-defined protocols and rules for the integration of Member 

States, could be a major advantage in the future development of cross-border eHealth 

services, which will hopefully not be associated only with pandemic-related challenges. 

Nevertheless, as the experience with the DCC has revealed, all such EU projects 

require well-developed national infrastructure, an appropriate architecture of national 

healthcare digital solutions and databases, a sufficient number of competent experts, 

precise rules for processing data, and, of course, sufficient funding and a suitable legal 

framework. Without awareness thereof, such projects can quickly turn into unproductive 

improvisation that fails to address the needs of EU citizens and cannot contribute to 

achieving the declared public health objectives. 
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Abstract. The goal of this paper is to apply unsupervised machine learning 

techniques in order to discover latent clusters in patients who have opioid misuse 

and also undergone COVID-19 testing. Target dataset has been constructed based 
on COVID-19 testing results at Mount Sinai Health System and opioid treatment 

program (OTP) information from New York State Office of Addiction Service and 

Support (OASAS). The dataset was preprocessed using factor analysis for mixed 
data (FAMD) method and then K-means algorithm along with elbow method were 

used to determine the number of optimal clusters. Four patient clusters were 

identified among which the fourth cluster constituted the maximum percentage of 
positive COVID-19 test results (20%). Compared to the other clusters, this cluster 

has the highest percentage of African Americans. This cluster has also the highest 

mortality rate (16.52%), hospitalization rate after receiving the COVID-19 test 
result (72.17%, use of ventilator (7.83%) and ICU admission rate (47.83%). In 

addition, this cluster has the highest percentage of patients with at least one chronic 

disease (99.13%) and age-adjusted comorbidity score more than 1 (83.48%). Longer 
participation in OTP was associated with the highest morbidity and mortality from 

COVID-19.

Keywords. Cluster analysis, COVID-19, Opioid Treatment Program

1. Introduction

In recent years, opioid use disorder has become a significant public health problem in 

the United States, leading to thousands of death. According to CDC, prescription opioid 

and heroin overdose deaths have been increasing since 1999 [1]. Opioid abusers are 

exposed to high risk of not only contracting infectious disease, but also development of 

mental illness [2]. In addition to health concerns, opioid crisis also creates serious 

financial costs. In 2009, the annual costs of prescription and illicit opioid abuse, 

including lost productivity and health care costs, were estimated to be over $55 billion

[3]. Methadone and buprenorphine has been reported as effective treatments for opioid 

dependence, and their widespread use could mitigate the negative health and societal 

effects of opioid use disorder [4]. Opioid Treatment Programs (OTPs) are among the 

licensed providers of medication for opioid abusers, and usually require patients to take 

medication at a clinic.

Novel Coronavirus Disease 2019 (COVID-19) caused a worldwide pandemic

outbreak and resulted in large number of infections and million deaths worldwide [5]. 
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Recent studies were able to identify latent COVID-19 clusters in general population [7] 

as well as in people with chronic respiratory conditions [10]. Identification of latent 

COVID-19 subgroups can help prioritize COVID-19 screening and treatment [7, 10]. In 

our previous study [11] we also demonstrated that socio-demographic and OTP 

characteristics can be successfully used for OTP machine learning analytics. The aim of 

this study was to identify the latent clusters of patient characteristics who have enrolled 

in OTP and also tested for COVID-19 using an unsupervised machine learning approach. 

This approach is also critical for comprehensive understanding of the COVID-19 risk 

factors for patients with opioid misuse.

2. Methods

Two datasets (AIMS and a COVID-19) were merged to generate an analytical dataset.

AIMS is a unique dataset that contains patients’ demographic information, employment 

status, admission, transfer and discharge records, and the substance usage information

from the MSHS opioid treatment programs of the New York State area with the size of 

158,989 records for 22,044 unique patients. COVID-19 dataset was generated by 

querying electronic health records at Mount Sinai Health System (MSHS) in New York 

to identify all patients who underwent COVID-19 testing between March 2020 and July

2021. The data in AIMS was collected from the New York State Office of Addiction 

Service and Supports’ (OASAS), OTP. We only considered the information for the 

patients who received treatments at MSHS. COVID-19 dataset contains 704,223 records 

of 388,981 unique patients. Some patients tested multiple times for COVID-19. These 

patients have been considered as tested negative only if all their records show negative 

results. From AIMS, we considered the variables “Sex”, “Race”, “Admission date”, 

“Discharge date”, “Date of Birth”, “Employment status” and “Secondary abuse 

substance” which showing the gender, race, the date that the patient gets admitted to the 

OTP, discharge date from the program, birth date of the patient, whether the patient is 

employed and what the patient secondary abuse substance is, respectively. Since primary 

abuse substance for majority of patients (more than 97%) in all clusters was heroin, we 

did not consider it as a variable in our analysis. Discharge date and the admission date 

from this dataset was used to calculate new variable “Length of Enrollment in OTP”. To 

calculate this new variable, the value for both dates needs to be valid.  Since unknown 

values for discharge date conveys the fact that the patient is still enrolled in the OTP, this 

value has been replaced with the most recent admission date in the AIMS. For the 

patients who admitted in the program multiple times with different discharge dates, we 

calculated the time between the first time’s admission date and the most recent discharge 

date. Variables in COVID-19 dataset are as follow: hospitalization date, admission to 

ICU, ICD-10 codes, use of ventilator, alive indicator, COVID-19 test result and the date 

that the patient received the test result. Patient’s age was calculated based on subtracting 

COVID-19 test result delivery date and the birth date. In addition, the age-adjusted 

comorbidity score was calculated based on patients’ medical history using ICD-10 codes 

and patient’s age [12].  We also considered a variable named “Hospitalized after COVID-

19 test” that shows whether the patient was hospitalized after receiving COVID-19 test 

result. This variable was calculated based on comparing the patient’s hospitalization date 

and the date when patient received the result for COVID-19 test. The variable “Presence 

of a Chronic Condition”, showing whether a patients has a history of chronic disease, 

was also added and identified based on the ICD10 codes [13]. After merging two datasets 
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(finding the patients who had records in both datasets) and eliminating patients with 

missing values, the number of unique patients was reduced to 866 patients. Among 866 

patients, 105 patients tested positive for COVID-19.

We used factor analysis for mixed data (FAMD) method for preprocessing [8]. It 

should be used when we have mixed variables (categorical as well as numerical

variables). To discover the latent clusters, we applied K-means clustering on 

preprocessed data (we only selected the first 2 principal components). Optimal number 

of clusters were found through cluster analysis. To be more exact, we ranged the number 

of clusters from 2 to 20, and for each number of clusters we performed K-means and 

calculated within cluster sum of squares (WCSS). We plotted the WCSS against the 

number of clusters and used the elbow method to determine optimal number of clusters. 

All analysis was performed in Anaconda Jupyter Notebook, using Python 3.9.0.

Figure 1. Visualization of the 4 clusters based on the first two principal components

3. Results

Four clusters were identified (Figure 1). According to Table. 1, there was a significantly 

larger amount of male patients compared to the female patients in all clusters. The largest 

percentage of positive COVID-19 result cases (20%) belongs to the cluster # 4, while the 

lowest (around 4%) comes from cluster # 2. More than 50% of patients in cluster # 2

have no comorbid conditions. Compared to the patients mostly in their adulthood in 

cluster # 2, patients in cluster # 4 were generally in their older adulthood with almost 

three times more “Length of Enrollment in OTP”. More than 80% of patients in cluster 

# 4 have age-adjusted comorbidity score more than 1 while this value is around 7% for 

cluster # 2. All of the patients in both clusters have been hospitalized at least once among 

which around 73% of hospitalizations in cluster # 4 occurred after receiving the COVID-

19 test result while this number is 40% for cluster # 2. The highest percentage of patients 

admitted in ICU belongs to the cluster # 4 (around 50%). This cluster has the highest 

percentage of patients with chronic disease (99.13%), the highest percentage of death 
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(16.52%) and the longest participation in OTP. Moreover, most of the patients in this 

cluster have African American and Hispanic race (around 70%) and are unemployed

(46.15%).

4. Discussion

Among the selected variables for the analysis “Race”, “Age-Adjusted Comorbidity 

Score”, “Post-Testing Status”, “COVID-19 Testing Result”, “ICU Status”, “Hospitalized 

after COVID-19 test” and “Age” were important factors in separation of the clusters.

Since the highest percentage of mortality, ICU admission, hospitalization after COVID-

19 test and the use of ventilator belongs to the cluster with the largest percentage of 

positive COVID test (i.e. cluster # 4), patients in this cluster need more rigorous testing 

and treatments. Percentage of patients with comorbidity score more than 1 is the highest 

for this cluster. On the other hand, more than 50% of patients in the cluster with the 

lowest percentage of positive COVID-19 cases (i.e. cluster # 2) have no comorbidities. 

These findings confirm that for OTP patients comorbidity condition can be considered 

as the COVID-19 risk factor. Moreover, the highest percentage of African Americans 

and Hispanics (70.44) are in cluster # 4 while the same races constitute the lowest 

percentage (28.24%) in cluster # 2. The cluster # 3&4 are also represented by the longest 

duration in OTP.

Our results are congruent with previous reports which used similar clustering 

techniques for patients with chronic respiratory conditions and pregnant women [7,9].

Table 1. Descriptive statistics o clusters

Clusters 1 2 3 4
Count 239 177 335 115
Age
Young 20.08% 24.86% 0.00% 0.00%
Adult 77.41% 73.45% 13.73% 20.00%
Older adult 2.51% 1.69% 86.27% 80.00%
Sex
Female 29.71% 20.34% 26.87% 21.74%
Male 70.29% 79.66% 73.13% 78.26%
Race
Black / African American 7.98% 9.03% 38.51% 40.87%
White / Non-Hispanic 51.26% 54.24% 14.93% 15.65%
Hispanic 26.89% 19.21% 31.04% 29.57%
Other 13.87% 17.51% 15.52% 13.91%
Obesity
Obese 17.99% 25.99% 18.51% 26.09%
No obese 82.01% 74.01% 81.49% 73.91%
Hospitalized (ever) - Yes 9.62% 100.00% 30.75% 100.00%
Presence of a Chronic Condition-Yes 68.20% 99.00% 82.39% 99.13%
Age Adjusted Comorbidity Score
0 51.88% 53.67% 0.00% 0.00%
1 46.44% 39.55% 23.88% 16.52%
2 1.68% 6.78% 48.36% 37.45%
3 0.00% 0.00% 20.90% 38.34%
4 0.00% 0.00% 5.96% 6.82%
5 0.00% 0.00% 0.90% 0.87%
Length of Enrollment in OTP
Mean number of days 981.23 612.91 2304.66 1826.76
Employment
Employed 12.28%       12.41% 15.79%    17.31%     
Not in labor force 13.16% 13.87%     29.47%    36.54%     
Unemployed 74.56% 73.72% 54.74%    46.15%
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Secondary Substance Use
Alprazolam(Xanax) and Benzodiazepine 6.58% 6.57% 2.45% 1.92%
Opioid-based substance 12.73% 5.84% 5.26% 9.61%
None 71.05% 65.69% 84.21% 82.69%
COVID-19 Testing Result-Positive 14.17% 3.95% 14.03% 20.00%
Hospitalized after COVID-19 Test- Yes 0.00% 40.00% 0.60% 72.17%
On Ventilator - Yes 0.00% 0.00% 0.00% 7.83%
ICU Status -Yes 0.00% 6.00% 0.00% 47.83%
Post-Testing Vital Status
Alive 100.00% 98.87% 100% 83.48%
Deceased 0.00% 1.13% 0.00% 16.52%

5. Conclusion

Four clusters have been identified in patients who participated in OTPs and underwent 

COVID-19 testing. K-means algorithm is used for cluster analysis in order to determine 

the number of optimal clusters. The largest percentage of COVID-19 positive cases 

belonged to the fourth cluster with patients mostly unemployed and in their older 

adulthood with the highest percentage of African American and Hispanic races. This

conveys the fact that the COVID-19 pandemic’s impact has more exposed race inequities.

This cluster has the highest percentage of hospitalization rate after COVID test, death 

rate, ventilator usage, ICU admissions and comorbidity score more than 1. Due to the 

highest death rate, patients in this cluster need more rigorous treatments.  
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Abstract. Many national governments have attempted to prevent and combat 
COVID-19 using mobile health (mHealth) technologies during the epidemic. 

During this time, governments began developing smartphone-based apps for 

prevention, call tracking, and monitoring people with COVID-19. An important 
question is, does everyone benefit from these technologies equally and fairly? To 

answer this question, we evaluated the user interface of smartphone-based apps 

developed during the COVID-19 era by considering their design for older adults, in 
order to determine whether social justice has been considered in the development of 

these apps. 

Keywords. smartphone, user interface, healthcare, older adults, COVID-19 

1. Introduction 

In order to combat the coronavirus pandemic, governments and health organizations used 

mobile health (m-Health) technology in the areas of self-care, contact tracing, education, 

and others. In the meantime, smartphone-based apps have become a more noticeable 

presence, and many countries unveiled their own official apps. As these apps are used 

by all segments of society (e.g., older adults, the elderly, young people, and the 

physically disabled), all requirements related to the user interface must be considered. 

The ability for all users to benefit from software (including apps) is so crucial that it is 

considered a social justice [1] and human rights issue, in that its importance goes beyond 

software into human experience [2]. Numerous articles have shown that poor user 

interface design repels people from using software services [2, 3]. 

Therefore, in this study, we seek the answer to the question of whether social justice, 

in the user interface design of smartphone-based healthcare apps during the coronavirus, 
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has been observed. For this purpose, we selected two apps from two countries considered 

to be developed and economically advantaged. 

2. Method 

This applied and descriptive research used the heuristic evaluation method. We examined 

the user interfaces of two official national apps in this study: COVID Alert and 

COVIDSafe. The former was developed by the Canadian government [4], and the 

COVIDSafe app by the Australian government [5]. We benefited from the experience of 

five IT experts to evaluate the user interfaces of these apps. These five experts have 

experience in app development and possess master's degrees or higher in health 

informatics, biomedical engineering, or health information technology disciplines (Table 

1). 

Table 1. Experts’ qualifications. 

 Expert 1 (pilot) Expert 2 Expert 3 Expert 4 Expert 5 
Sex Male Female Male Female Male 
Age 28 28 38 39 42 

Education 
MSc (Engineering, 

Information 
Management) 

MSc (Health 

Information 
Management) 

PhD  

(Health 
Informatics) 

PhD 

(Biomedical 
Engineering) 

PhD 

(Health 
Informatics) 

Profession PhD fellow PhD fellow Professor Professor Professor 

Each of the five experts spent two hours testing the apps. We used the 

recommendations of Morris (1994) [6] as a tool to analyze their user interfaces for older 

adults, which are basic principles of user interface design [7]. The recommendations 

included training in visual, auditory, physical, memory, attitudinal, and app training areas 

[6]. We provided these recommendations as a questionnaire including 44 items in 6 

sections and asked the experts to rate their observations based on a 5-point severity 

ranking (1=Not at all, 2=Partially observed, 3=Fair, 4=Very good, 5=Excellent). We 

calculated that the questionnaire was reliable (Cronbach's alpha of 0.87), and five 

professors of health informatics and information management evaluated and confirmed 

the validity of the instrument. Each of the recommendations was considered as items 

properly adapted for older adults, if that item obtained an average of 3 or greater. Finally, 

a one-hour debriefing was held after the heuristic evaluation, during which the experts 

further commented on the apps. The data analysis was conducted using SPSS 22 

software. 

3. Result 

The results of the heuristic evaluation indicate that, for both apps, most recommendations 

related to user interface design for older adults achieved a mean score under 3.  Table 2 

shows the mean points for the recommendations. 

Table 2. Average points of two selected apps 

Recommendations COVIDAlert 
Ave. 

COVIDSafe 
Ave. Recommendations COVIDAlert 

Ave. 
COVIDSafe 

Ave. 
Visual   Memory   
Font size 3.2 3.2 Visibility of objects 2.4 2.2 

Text characteristics 2.6 28 Navigational aids 2.2 2 
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Resolution 3.2 3.4 Interaction style 2.2 2.2 

Lighting 2.8 3.2 
Design for 

consistency 
1.8 2 

Glare 2.8 3 Instructions 2.2  

Color of text 3.4 3.4 Learning 1 1 

Brightness 3.2 3.8 Note-taking 1 1 
Object speed 3 3 Task structure 2 2 

Scrolling speed 3.2 2.8 
Information 

presentation 
2.6 2.8 

Multiple sensory 

modalities 
1.8 2.4 User experience 3 3 

Interaction style 2 2 Attitudinal   
Highly visually-

impaired users 
2 1.4 

Designer 

assumptions 
1 1 

Auditory   System messages 2.2 2 

Arrangement 3.2 3 Wording 2.4 2.2 

Noise 2 3 Error-free design 2 2 

Task 1.8 2.4 
Notification of 

interaction 
1 1 

Frequencies 2.2 2.6 App training   
Synthesized 2.4 3.4 Written materials 1.8 2 

Dimensions 2.6 4 
Training session 

length 
1 1 

Highly hearing-

impaired users 
2 2 Self-pacing 1 1 

Physical   Help 2 2 

Menu structure 1.6 2 
Instructional 

technique 
1 1 

Documentation 1.8 2 Training strategy 1 1 
Experienced typists 2 1.8    

4. Discussion 

In this study, we examined the user interface of two official government apps developed 

during the coronavirus. By this, we aimed to answer the question of whether the user 

interface design of these two apps considered the issue of accessibility for older adults. 

According to the findings of the heuristic evaluation, these two apps did not apply 

any of the fundamental design principles well, except for a few items that should be 

considered as general, basic recommendations for older adults. For the items font size, 

resolution, text color, and brightness, both apps averaged 3 or above, which can be 

described as good. For a limited number of the other items, the COVIDSafe app averaged 

higher than the COVIDAlert app. 

Both apps had the lowest average scores in most other items, such as interaction 

style, hearing-impaired access, learning, note-taking, designer assumptions, notification 

of interaction, training session length, self-pacing, help, instructional technique, and 

training strategy. Over half of the 44 items used to design user interfaces for older adults 

in both apps did not comply with the recommendations. However, older adults are among 

the most vulnerable people to the coronavirus [8], and so, certainly, these people should 

have been given more attention while developing these apps. Based on a report by the 

World Health Organization, during the next 40 years (until 2060), 29.7% of the 

worldwide population is projected to be older adults [9]. This illustrates the importance 

of addressing this huge and growing segment of the population. What is apparent at the 

moment is the lack of attention in app development for this group at the national level, 

and for design in general. 
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After the heuristic evaluation in the debriefing, the experts agreed that in addition to 

the complex user interface, other essential aspects of these apps, such as connecting to 

the Internet at least once a day and Bluetooth or Wi-Fi support, were difficult and often 

incomprehensible to older adults. This issue—that the technology required to help older 

adults often is not understood—is referred to as the “elderly paradox” [10]. Numerous 

studies have emphasized the importance of user interface design and user experience for 

all community members to benefit from healthcare apps in the coronavirus era [11, 12]. 

This is because these coronavirus apps must be downloaded by a majority of users to be 

effective [10]. 

Among the study's limitations, there was the absence of a standardized tool or 

questionnaire (e.g., SUS) for review of user interface design apps aimed at older adults. 

We compensated for this limitation by using fundamental recommendations for user 

interface design. Another limitation was the number of apps studied—only two. In order 

to evaluate the user interfaces designed for older adults during the coronavirus, more 

apps should be analyzed. Future research can address this issue. 

5. Conclusions 

In designing and developing healthcare apps that are implemented nationally, it is crucial 

to pay attention to the design of the user interface for older adults or groups with physical 

disabilities (e.g., hearing or vision). In these circumstances, either a separate version 

should be developed for these people, or features should be included in the app that allow 

easy use by older adults or people with physical disabilities. This work is partially 

supported by a grant from the Romanian National Authority for Scientific Research and 

Innovation, CNDS-UEFISCDI, project number PN-III-P4-ID-PCCF-2016-0084. 
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Abstract. This paper presents an original method for studying the performance of 

the supervised Machine Learning (ML) methods, the A-Test method. The method 

offers the possibility of investigating the structural risk as well as the learning 
capacity of ML methods in a quantitating manner. A-Test provides a powerful 

validation method for the learning methods with small or medium size of the 

learning data, where overfitting is regarded as a common problem of learning. Such 
a condition can occur in many applications of bioinformatics and biomedical 

engineering in which access to a large dataset is a challengeable task. Performance 

of the A-Test method is explored by validation of two ML methods, using real 
datasets of heart sound signals. The datasets comprise of children cases with a 

normal heart condition as well as 4 pathological cases: aortic stenosis, ventricular 

septal defect, mitral regurgitation, and pulmonary stenosis. It is observed that the A-
Test method provides further comprehensive and more realistic information about 

the performance of the classification methods as compared to the existing 

alternatives, the K-fold validation and repeated random sub-sampling. 

Keywords. A-Test method, structural risk, learning capacity, heart sounds 

1. Introduction 

Artificial Intelligence (AI), as an advancing context, is creating a significant influence on 

different aspects of social sustainability including healthcare. AI-based tools are 

consistently becoming part of the healthcare system towards providing better healthcare 

for all the individuals of a society, where supervised machine learning methods serve as 

a central part for making the appropriate medical decision [1–5]. The performance of such 

machine learning methods is critically important, sometimes with vital value, as a 

mistaken error can lead to incorrect patient management. It is, therefore, crucial for any 

machine learning method to be properly trained, especially when it comes to medical 

applications [6]. In general, there are two main circumstances in the training of the 

machine learning methods, small-medium size and large size of the learning data. The 

main challenge for the large size data is to avoid biased training on any group. On the 

other hand, the small-medium size data is more likely to face overfitting, which affects 

the reproducibility of the results [6–7]. Small-medium size data is seen in many 
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applications of biomedical engineering and bioinformatics, where the data acquisition is 

problematic, particularly, under the limitations recommended by the new adaptation of 

Good Clinical Practices and the codes of the General Data Protection Regulation (GDPR). 

Extensive attention has been paid by the AI community to improve learning methods, 

whereas validation has been by far less investigated [8–9]. Repeated random sub-

sampling and K-Fold, are considered as the two existing validation methods to evaluate 

the accuracy of supervised classification methods. These methods have been commonly 

employed by the researchers for validation purposes. Both of these two methods lack the 

capability of proving realistic and pervasive evaluation. In this paper, we introduce novel 

capabilities of our original validation method, the A-Test method, in estimating the 

learning capacity of any supervised classification method [10]. A study is performed for 

two different classification methods trained for a demanding clinical application, and the 

results are illustrated and compared. 

2. Materials 

Heart sound signals were recorded from the referrals to the Children Medical Centre of 

Tehran, using an electronic stethoscope of WelchAllyn Meditron Analyzer in conjunction 

with a portable computer.  All the referrals underwent echocardiography, and the study 

was approved by the appointed ethics committee and was conducted according to the 

Good Clinical Practice. All the referrals or their legal guardians gave their informed 

consent to participate in the study. The patient population is listed in Table 1. 

Table 1. Patient population of the study. 

Heart Condition Number of Patients Age Range (years) 
Aortic Stenosis 15 1–8  

Mitral Regurgitation 15 4–8  

Normal without murmur 30 4–15 
Pulmonary Stenosis 15 1–10 

Ventricular Septal Defect 25 1–9 

3. Methods 

3.1.  Structural Risk and Learning Capacity 

Structural risk of a classification method is defined as instability of performance measure 

of the classification method when the method is tested by a dataset out of the training data. 

The learning capacity of a classification method is defined as the capability of 

improvement in the performance of a classification method when the method is trained 

by a broader set of training data. 

3.2.  The A-Test Method 

The A-Test method is based on using k-fold validation method for different values of k. 

In k-fold validation, the validation dataset is divided into k partitions with almost equal 

length. One partition is used for testing and the rest for training the classification method. 

This procedure is repeated k times with one partition is used only once for testing. The 
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A-Test employs the k-fold validation with different values of k (k=2,…,Kmax), and the 

classification error is calculated for each k-value: 

  (1) 

where  is the classification error of the classification method M, and k is the fold 

value for validation, called validation index.  is less than the minimum group size 

of the validation data. For a classification method, the percentage of the relative span of 

the classification rate,  , is employed as an indication of the learning capacity. 

 (2) 

3.3. The classification methods 

The A-Test method is employed to compare the structural risk of two different learning 

methods for classifying PCG signals, a deep time growing neural network (DTGNN) and 

a hidden Markov model (HMM), whose technical details are found in [10] and [11–12], 

respectively. Both the DTGNN and HMM are trained to learn the pathological 

characteristics of the signal, caused by aortic stenosis. 

4. Results 

Figure 1 shows a variation of the classification error due to the k-value. The descriptive 

statistics of the classification error, as well as the learning capacities are listed in Table 2. 

 

Figure 1. Variation of the classification error with respect to k-value for the two learning methods. 

It is observed that the DTGNN provides a lower classification error, especially for 

higher k-values with a lower structural risk. Interestingly, for lower k-values, the two 

methods do not substantially differ in their performance. 

Table 2. Descriptive statistics of the classification error for the two learning methods, the deep time growing 

neural network (DTGNN) and the hidden Markov mode (HMM). 

Statistics DTGNN HMM 
Average (%) 10.51 17.27 

Minimum (%) 6.92 14.62 

Maximum (%) 18.46 20.00 

Median (%) 8.46 17.69 

Learning Capacity (%) 14.2 6.7 
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5. Discussion 

There are mainly two alternatives to the A-Test for exploring the structural risk of a 

classifier: the k-fold and the repeated random sub-sampling methods, both cannot provide 

an understanding of the learning capacity. Furthermore, it might lead to incorrect 

comparison for certain values of k, as was the case for the DTGNN and HMM with k=2. 

The learning capacity for the DTGNN and HMM is 14.2% and 6.7%, respectively, 

showing a higher capacity for the DTGNN because of the deep architecture. 

6. Conclusions 

This paper suggested the A-Test, as a powerful validation method. A-Test method 

provides means for validating not only the performance of a classifier but also the 

structural risk and the learning capacity of classification methods, by validating the 

classification methods’ different ratios of training/test data and quantifying the results. 

This aspect cannot be seen in other alternatives, K-Fold validation and repeated random 

sub-sampling, which can potentially lead to an inappropriate validation result. 
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Abstract. Designing health-enabling technologies (HETs) to support individualized 

physiotherapeutic exercises requires comprehensive knowledge of bio-psycho-

social factors to be considered. Therefore, this review identified factors for 
individualization of therapeutic exercises in patients with musculoskeletal shoulder 

disorders in peer-reviewed articles searched in MEDLINE. The final full-text 

analysis included 16 of 335 search results and extracted nineteen main categories of 
individualization factors. The most frequently identified main categories include 

progression of exercises, exercise framework, and assessment. An iterative 

approach with constant reassessments represents the key principle for the process of 
individualization. Categories that are difficult to standardize were rarely mentioned, 

but should also be considered. The identified factors can improve the design-process 

of HETs by sensitizing developers, enable further formal modelling, and support 
communication between developers, physiotherapists, and patients. 

Keywords. health-enabling technology, physical therapy, individualization, 

exercise  

1. Introduction 

Health-enabling technologies (HETs) are sensor-based information and communication 

technologies that promote a person's individual health, healthcare, and quality of life [1]. 

In physical therapy HETs can assist patients in performing exercises at home and support 

physiotherapists in assessments [2]. First studies indicate superiority of individualized 

compared to standardized non-individualized exercises in patients with musculoskeletal 

shoulder disorders [3]. HETs and treatment processes with HETs that assist patients and 

therapists with exercises should therefore promote individualized exercises and enable 

or support adaptation to the individual patient. Beyond this background, this literature 

review aimed to identify factors for individualization of therapeutic exercises in patients 

with musculoskeletal shoulder disorders to provide knowledge for designing HETs.  
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2. Methods 

The literature search and review process followed the PRISMA-ScR protocol [4]. 

Medical subject headings and text words related to the terms “upper extremity”, 

“exercise and physical therapy”, and “adaptation, progression, individualization, or 

personalization” constituted the search term in MEDLINE (via PubMed, on November 

13, 2020). Two reviewers (LE and BSt) independently screened the 335 identified titles 

and abstracts against pre-defined inclusion and exclusion criteria. Reasons for exclusion 

were documented using the following main categories: 1. No focus on musculoskeletal 

shoulder disorders (n=184); 2. No exercise (n=24); 3. Exercises not individualized 

(n=82); 4. Other topics (e.g., prevalence of injuries during training) (n=13); 5. Language 

other than English or German (n=2). Full-text screening of the remaining 30 articles 

revealed five full-texts not reporting on individualized exercises. Nine full-texts were 

companion articles to the included main full-texts. The remaining 16 full-texts were 

incorporated in a systematic narrative synthesis based on a coding frame. The coding 

frame was built using a mix of concept- and data-driven-approaches [5] with some pre-

defined main categories using the qualitative data analysis software MAXQDA (version 

20.1.1; VERBI GmbH). The identified categories were illustrated in a code tree. 

3. Results 

Sixteen articles describing 15 projects were included [6-21]. One project was best 

represented by two complementing publications [19] and [20]. The 16 articles were 

published between 2007 and 2020. Treatment duration ranged from a single treatment to 

5 months. Twelve weeks was the most common treatment period (n=6). Target group 

were patients with musculoskeletal shoulder disorders (e.g., subacromial impingement 

syndrome). The number of patients assessed ranged from one to 708 with a median of 

90. Different study types were present ranging from the evaluation of a HET to case 

reports and qualitative interview studies to randomized controlled trials. 

Different types of individualization were identified. Besides selecting, personalizing, 

and progressing exercises, creating exercises was mentioned as a type of individuali-

zation. However, a detailed description of the procedure for creating exercises was 

missing. Kromer et al. [17] reported to proceed in the sense of clinical reasoning and thus 

create exercises. Anton et al. [6] claimed that the interface of their HET supports the 

creation of new exercises, but did not elaborate or refer to expert knowledge. 

The analysis yielded 19 main categories and 87 sub-categories for individualization 

of exercises. With 23 sub-categories occurring in 59 coded segments in 14 articles the 

progression of exercises was the most frequent main category. Progression of exercises 

was realized, for example, by different performance levels [10] with validated scales for 

perceived exertion or reported pain [14,15]. The second and the third most frequent main 

categories were assessment (34 coded segments, 10 articles) and exercise framework 

(22 coded segments, eight articles). Validated assessment tools, like the Western Ontario 
Shoulder Index [7], range of motion (ROM) [16], and compliance measures [7], were 

applied. Measurements, such as ROM, served both as decision criteria to decide whether 

a certain exercise can be started [7] and to evaluate whether an exercise is effective [6]. 

Assessments were performed with re-tests and thus served to adapt exercises to the 

patient both at the start of treatment and during the course of treatment [17,20,21]. The 

constant reassessment was inherent in the individualization process. 
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Factors maintaining or contributing to a patient’s problem could be leisure and 
sport activities [20] or the work place setting [17]. In Anton et al. [6], the exercise 

individualization was based, among other things, on formalized knowledge in an 

ontology on biomechanical aspects. Figure 1 shows the main categories with frequency. 

 

 

 

Figure 1. Main categories with frequency. 

4. Discussion and Conclusions 

Different individualization approaches of exercises are evident. Constant reassessment 

was identified as a key principle. Consequently, regardless of the selected approach, 

HETs should support or at least allow for reassessments. Since most rare 

individualization factors seem to be difficult to standardize, they may be underrepre-

sented in this review of mostly highly standardized studies. However, that does not make 

them less important. Physiotherapy basically aims at sensomotoric self-determination of 

the individual and thus requires a meaningful frame of reference [22]. This means that 

exercises and therapy goals must be meaningful to the patient. Therefore, patients’ 

everyday life, their environment, and their goals play a major role in the individualization 

of exercises. The rare as well as the frequent factors should be considered when designing 

HETs and physiotherapeutic treatment processes with HETs. Already in this limited 

literature search, the identified factors can provide insights, serve as a basis for further 

formal modeling and support the design-process of HETs. The results can sensitize 

developers and support communication between developers, physiotherapists, and 

patients. Further data collection and modelling, for example, in the form of an ontology, 

are planned to sufficiently support the design of HETs. 
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Abstract. A mobile and web-based prototype was developed to explore utility of 
heart sound data in the context of patient self-monitoring. There are not many 

applications available despite measurement equipment that can be purchased. This 

research aimed at developing an application that could help patients understand and 
use phonocardiography. The resulting prototype Intellicor enables easy-to-use web 

and mobile solutions such as registering heart sound, review of previous heart signal 

recordings, summaries of terms related to patient condition, and medication taken. 
These functions can be utilized by both patients and physicians to create 

understanding of heart signals and build communication as a part of treatment. Three 

development iterations included several expert evaluators who gave positive 
feedback on the concept of the application. It was appreciated that patients could 

monitor heart signals and better understand the results. The medical experts would 

welcome such a system into their work domain if developed correctly and in 
accordance with the formal expectations, both legal and clinical. The prototype has 

shown the advantage of gathering data otherwise impossible to obtain. The Intellicor 

prototype presents the foundation that ought to be further developed in close 
cooperation of clinical and biomedical experts. The self-monitoring of this kind 

could benefit patients and the healthcare sector as demonstrated by the Intellicor 

prototype. 

Keywords. Heart signals monitoring, Phonocardiography (PCG), application, 

eHealth system, expert evaluation 

1. Introduction 

Life changes due to complication of heart signals affect a large part of the Norwegian 

population, therefore indicating needs for monitoring of heart signals to a greater extend. 

There are medical indications, such as early symptoms of heart attacks, angina, and heart 

failure. As many as approximately 40 000 Norwegians annually receive specialist 

healthcare services related to heart attacks or angina, and 16 000 for heart failure [1]. 

People also monitor themselves remotely to track their behavior and workouts to get the 

best possible health benefits. Medical staff is also interested in patient self-monitoring 

due to the large number of patients they need to follow up, so they also recognize the 

advantage of remote self-monitoring without the intermediate help of health personnel. 

Mobile and web applications can show signal activity to help users determine how 

and when to monitor their hearts and receive information about when to contact medical 

personnel. Many patients struggle with basic instructions and information from their 
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health personnel due to limited health literacy and strive to know what to do and how to 

interpret findings when they self-monitor [2]. Smart phones already offer some 

applications such as Samsung health that contribute to physical fitness and health. Kardia 

is a mobile application for monitoring ECG signals [3]. There are not many applications 

for monitoring heart sound, even though measurement equipment is available such as 

electronic stethoscopes that can be combined with application to monitor heart signals. 

2. Method 

The design science research [4] paradigm was utilized to create an artifact through three 

design iterations. The design solutions ranged from low to high fidelity and were tested 

by relevant stakeholders and user groups. Stakeholders for this artifact are health 

personnel who could help patients monitor their health remotely and make sense of their 

measurements using mobile-web solutions. The second stakeholders are the patients who 

will monitor themselves using mobile web applications. One more potential stakeholder 

is a patient’s family member who could assist the patient to self-monitor when necessary. 

Additional stakeholders can be found in the form of insurance agencies, health systems 

and society at large. Due to the corona virus pandemic at the time of the research these 

groups were not involved in the development but will be considered in the future.  

The artifact's goal and context were to show proof of concept by building a prototype 

and testing it with today’s technology which included development and evaluation tools.  

The evaluation was conducted in two parts: system requirements for the prototype 

addressing both patient and physician needs using semi-structured interviews with field 

experts. Standardized evaluation methods such as Nielsen’s heuristics, system usability 

scale and system usability testing were applied by usability experts.  

3. Results 

3.1. The Artifact 

The artifact has two views, one enabling patients to remote monitor heart signals, and 

one for physicians who intend to utilize the data gathered from remote monitoring as a 

consultation tool (Figure 1, left side). The functionalities available to the patients are 

measuring heart signals with the use of PCG method, contact information to medical 

personnel, overview of earlier PCG measurements and medication overview to help 

patient manage and remember their medication. To share the data with medical personnel 

a generate QR code functionality was implemented. Similar functions are already seen 

in existing medical application available on the market, but currently are not used in 

Norway. As compared to earlier interpretations of PCG measurements, the patient will 

have a more understandable overview of their own heart signals, which helps elevate the 

significant problems surrounding health literacy that many adults face [5].  

Based on the feedback gathered from the expert interviews new functionalities were 

added in the second iteration of the prototype. The result was a physician’s view (Figure 
1, right side) with the following functionalities: Registering QR code for transmitting 

patient data, overview of patients and their earlier recordings, encyclopedia with terms 

related to patients, and overall statistics over patients and their health history. 
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 3.2. Evaluation of the Intellicor prototype 

First understanding of expert expectations regarding the utility came from conducted 

interviews with a medical and a biomedical expert. This way, the Intellicor prototype 

development was informed about how medical personnel would use such a system and 

what they would expect to have for a consultation. 

 For PCG to be appropriately done, the article will propose the following key 

points to be considered when creating such an application for the medial domain:  

� Good training for the individuals who are going to use the application, 

� Good, but simple results view of heart sounds,  

� Good feedback to the user regarding the quality of the signal,  

� Statistical feedback regarding measurement. The results also should 

indicate the probability of having certain symptoms and an explanation 

about those. 

A total of eight participants evaluated the third and final prototype using evaluation 

tools such as Nielsen’s heuristic evaluation and System Usability Scale. In addition, 

system usability tasks were designed (Figure 2). Six of the participants were usability 

experts and two were medical experts with little evaluating experience. The average 

resulting usability score was 90, which indicates high users’ satisfaction, confirmed also 

through observations and comments. 

 

  

Figure 1. Mobile view of the prototype, patient view (left) and physicians view (right) 

 
Figure 2. System Usability Tasks 
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4. Discussion 

The main goal of creating the Intellicor prototype was to understand how feasible it 

would be for patients to monitor and record their heart sounds (PCG). Throughout all 

three development iterations efforts were made to secure a better understanding of 

medical content, especially following interaction design principles in the health-care 

sector. A key focus during evaluations and interviews was to address user needs, how 

potential users would want to have their health data presented. It is not often discussed 

during the patient consultation, but it could be assumed that patients are willing to self-

monitor and share the data with healthcare personnel since there were already some 

commercial systems available for such purposes. However, Norwegian law sets clear and 

high demands regarding data sharing and privacy which was acknowledged in the 

development of the Intellicor prototype; no online consultations would be allowed, only 

collecting data, and transmitting it using QR code.  

An assessment was conducted to better understand the patient's health situation and 

the requirements. The heuristic evaluation was instrumental in shaping different 

perspectives of two major user groups contributing to the iterative development. The 

interviews and the evaluation sessions with the participants resulted in positive feedback 

suggesting that an applied combination of medical informatics and user-centered design 

could tune into the patient needs. System usability was tested by performing a set of 

usability tasks returning a score of 90. Such a high usability score could be considered 

as a good indication to invest in further development by proper national authorities and 

other stakeholders.  

5. Conclusion 

Through research, interviews, and prototyping, it was possible to include user experience 

in designing of Intellicor prototype for patient to self-monitor heart signals. Intellicor 

prototype prospectively gathers data otherwise impossible to obtain and benefit from. 

Further development involves patients in their real environment. 

Acknowledgements 

The authors are thankful for the field experts; Dr. Henrik Holmstrøm, Dr. Arash 

Gharehbaghi, Dr Constance Weismann, Tuva Tronbøl for insight and feedback.  

References 

[1]  Ariansen I, Selmer R, Graff-Iversen S, Egeland GM, Sakshaug S. Cardiovascular disease in Norway  

[cited 2020 Mar 23]; Available from: https://www.fhi.no/en/op/hin/health-disease/cardiovascular-
disease-in-norway- 

[2] Graham S, Brookey J. Do Patients Understand? Perm J. 2008;12(3):67.  

[3]  Hjem - ibeat.no [Internet]. [cited 2020 Apr 1]. Available from: https://ibeat.no/?v=c2f3f489a005 
[4] Hevner AR, March ST, Park J, Ram S. Design Science in Information Systems Research. Management 

Information Systems Quarterly. 28. 75-  2004 [cited 2020 Sep 30]. 

[5]  Wali H, Grindrod K. Don’t assume the patient understands: Qualitative analysis of thechallenges low 

health literate patients face in the pharmacy. Res Soc Adm Pharm. 2016 Nov;12(6):885–92.  
 

M. Wist Jakobsen and A. Babic / Intellicor: Mobile Design for Monitoring Phonographic Signals 143



Design and Implementation of a 

Computerized Management System for 

Adverse Drug Reactions at the Sourô 

SANOU University Hospital (CHUSS) in 

Bobo-Dioulasso, Burkina Faso 

Arsene Sie Hamed TRAOREa, Seydou Golo BARROa,b,1, Souleymane FOFANAa, 

Issiaka SOMBIEa,c, Rasmané SEMDEd, Carine DE VRIESEe, Dieudonne ILBOUDOa 

and Pascal STACCINIb 
a

 Nazi BONI University, Bobo Dioulasso, Burkina Faso 
b RETINES Lab - Côte d’Azur University, Nice, France 

c
 West African Health Organization, Bobo-Dioulasso, Burkina Faso 

d
 Drug Development Laboratory, Joseph Ki-Zerbo University, Burkina Faso 

e
 Pharmacology Department, Université Libre de Bruxelles (ULB), Belgique 

Abstract. Pharmacovigilance is the science and activities related to the detection, 
evaluation, understanding and prevention of adverse drug reactions or any other 

possible drug-related problems. In our tropics, this discipline is in an embryonic 

state. The availability of a management system capable of responding to 
pharmacovigilance activities is the main objective of our study. The coding was 

done on the DJANGO Framework. Signal detection was done using the ROR 

method. We designed three modules which are the notification module, the analysis 
module and the statistics module. This study has allowed us to launch the basis for 

a computerization of the pharmacovigilance information system and partly meets 

our objective. However, it could lead to the integration of the dictionary of adverse 
effects such as MedDRA as well as the International Classification of Medicines 

(ATC, EphMRA). 

Keywords. Pharmacovigilance, Signal detection, Adverse reactions  

1. Introduction 

The development of pharmacovigilance in the world is quite recent and was accentuated 

following the occurrence of various health scandals in the 19th century, the most notable 

of which was the thalidomide scandal [1]. In 2002, the World Health Organization 

defined pharmacovigilance as the science and set of activities related to the detection, 

evaluation, understanding and prevention of adverse reactions or any other drug-related 

problem [2].  Indeed, all health products put on the market have benefits and risks, as 

clinical trials do not provide all the information on the safety of a drug at the time of 

marketing, as some adverse reactions (ARs) only appear during the use of the drugs in 
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the general population. This is the importance of pharmacovigilance, whose mission can 

be summarized around three actions: identification of AEs, which is based on reporting 

by health professionals, evaluation, which is based on imputability research, and 

prevention [3].  

These three actions require the implementation of an efficient pharmacovigilance 

system. The first WHO collaborating center was created in Uppsala, Sweden (UMC) in 

1978 [2]. Morocco and South Africa became the first African collaborating countries in 

1992 [4]. The pharmacovigilance system in African countries is essentially characterized 

by spontaneous reporting, the inadequacy of local databases and the absence of tools for 

automatic generation of pharmacovigilance signals [4].  

Burkina Faso is no exception to this observation, until 2013 the Sourô SANOU 

University Hospital (CHUSS) of Bobo-Dioulasso was the only hospital center to 

dedicate a service to pharmacovigilance [5]. This service is responsible for the detection, 

notification, analysis of adverse drug events and the use of this information for 

prevention purposes. In this service, spontaneous reporting is the main method of 

collection and individual analysis of imputability is done on a weekly basis.  

A few isolated studies have consisted in evaluating pharmacovigilance signals in the 

department. However, the availability of a computerized management system for 

pharmacovigilance observations, which is able to carry out an imputability analysis and 

to generate signals automatically, is now essential. This has the advantage of improving 

the pharmacovigilance information system and making decisions that best meet patient 

safety in the use of medicines. 

This is the general objective of our study, which consists of setting up a 

computerized management system for drug side effects at the Sourô SANOU University 

Hospital in Bobo-Dioulasso. 

2. Materials and Methods  

The study on the implementation of an automated management system of EIs was carried 

out at the CHUSS of Bobo Dioulasso which is a hospital of last resort in the health 

pyramid of Burkina Faso. At the server level, the programming language used is 

PYTHON 3.9. The HTML5, Javascripts and CSS3 languages were used to display, style 

and make dynamic the web elements of our pages. In order to avoid repetition of identical 

procedures during the creation of the web solution, we opted for the DJANGO 

Framework which is developed in python and responds to the DRY slogan " Don't Repeat 

Yourself ". This framework is open source and is dedicated to web development. 

Moreover, it uses an MVT2 model which is inspired by the MVC3 model. For the web 

server we used Apache 2.0. However, as almost all web servers do not communicate 

natively with python, we needed an interface to ensure this communication and 

DJANGO supports two interfaces which are WSGI4 and the new standard ASGI5. We 

used as database management system, MySQL version 5.7. The analysis and design 

method used is 2TUP, the modeling language is UML. For the drug accountability 

analysis we used the WHO algorithmic method and the French method updated by 
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Arimone et al. in 2011[6,7].  Signal detection was done using the Reporting odds Ratio 

[8]. Its formula is as follow: 

 (1) 

 (2) 

Table 1: ROR formula coefficients 

Cases on drugs of interest  Report on events  
of interest 

 Report on others 
 events 

Cases on the drug of interest a b 

Cases on other drugs c d 

Total a+c=N1 b+d=N2 

3. Results  

The designed solution is a web application which is then independent of operating 

systems and therefore accessible from all devices. Figure 1 displays  the home interface 

of the solution. 

 
Figure 1. Welcome interface 

Also the functionalities of our solution are divided into modules in order to facilitate 

the maintainability and to ensure an ergonomics live up to your expactations of all the 

users. The system includes essentially three modules which are: 

� Notification management module that allows users to record information on the 

patient, on the drugs consumed, on the prescriber and on the adverse effects. 

� Analysis module which allows the combination of each drug entered in the 

previous module with each of the reported adverse events. This module also 

allows an assignment of the imputability scores of the adverse effects. 

� Statistics management module allowing to generate the signal for the drugs and 

the adverse reactions with the highest ORR scores. This module allows to 

elaborate dashboards for a decision support at the level of the 
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pharmacovigilance service. It also provides the possibility of a personalized 

search. 

The access to the software is conditioned by authentication and the access to the 

different modules is conditioned by the authorization levels of the different actors and 

users of the system. 

4. Discussion 

Our objectives were to make available a database capable of responding in real time to 

the recording, analysis and restitution of data from the pharmacovigilance service. Our 

results show that these objectives have been achieved because we have developed an 

application that takes into account: the modules of recording, management and analysis 

of adverse drug reactions. The evaluation of our system is in progress through the 

compilation of the paper files already collected on the years spent in the 

pharmacovigilance service. The implementation of our system is a great innovation in 

the field of pharmacovigilance in our country and in the African sub-region, although it 

needs improvement, which are the next steps of this work. These are the integration of 

the dictionary of adverse reactions such as MedDRA, the International Classification of 

Medicines (ATC, EphMRA) etc. Another challenge remains the mobilization of 

ressources for deployment of the system on the system on a remote server to allow its 

use by other structures in Burkina Faso and even in the sub region. 
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Abstract. Prenatal ultrasound is a radiological examination that allows optimal 
follow-up of pregnancies. However, its implementation remains limited in poor 
countries due to a lack of equipment and trained health workers, such as in Burkina 
Faso. The aim of this work is to set up an ultrasound tele-expertise system. To achieve 
this objective, we mobilized human, material and IT resources. The design of the 
tele-expertise application was based on a generic open source software called 
“MedShakeEHR” that we have adapted to our context. The application runs in a 
network on a Linux system. It enables ultrasound data exchange and sharing with a 
remote expert for interpretation using the DICOM protocol. This device thus offers 
the possibility to pregnant women to carry out their prenatal ultrasound locally. It 
also allows the constitution of prenatal ultrasound database according security and 
confidentiality standards. 

Keywords. Teleexpertise, Ultrasonography, Pregnancy 

1. Introduction 

The realization of obstetric ultrasound in the follow-up of the pregnancy makes it 
possible to detect in time the risks in both the mother and the fetus. However, in poor 
countries, this examination is inaccessible to the vast majority of women, and this is 
mainly due to a lack of equipment and/or trained health workers. In Burkina Faso, 
especially in rural areas, pregnant women have to travel great distances for a follow-up 
ultrasound, sometimes not accessible financially. This work is part of this logic of 
improving the geographic and financial accessibility of obstetric ultrasound. It consists 
in setting up a technical and organisational system according national and international 
recommendations [1]: 

 design and implementation of a tele-expertise web application from an open 
source one; 

 organization of activities and distribution of tasks. 

This device allows pregnant women to perform ultrasounds on the one hand and to 
interpret ultrasound results remotely. For the experiment of the device, we chose the rural 

 

1 Corresponding Author, Seydou Golo Baroo, University of Nazi BONI, Bobo-Dioulasso, Burkina Faso; 

E-mail: seydou.golo@gmail.com. 

Informatics and Technology in Clinical Care and Public Health
J. Mantas et al. (Eds.)

© 2022 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI210880

148



medical center of Niangoloko, Burkina Faso, as a pilot site for the deployment of the 
device in order to test his different functionalities. 

2. Method 

Analysis of the existing system shows this problem: pregnant women in rural areas don’t 
have the opportunity to perform ultrasound on site due to lack of equipment and trained 
health workers. During the prenatal consultation, ultrasound is then prescribed as an 
external examination to be performed in a specialized medical center. 

These centers are mostly located in other locations. For our example at Niangoloko, 
the nearest specialized medical center is the Banfora Regional Hospital Center located 
45km away. 

The system set up takes account of the existing situation and includes technical IT 
and organisational component. For the technical and computer aspects, we chose open-
source software that has proven to be effective. These applications have been installed 
on the Linux operating system (Ubuntu 18.04.5 LTS). It concerns: 

 MedShakeEHR, free medical software that we used for the design of the 
teleexpertise application [2]. 

 Orthanc, standalone DICOM server, for ultrasound data management [3]. 

We have made changes to the software to adapt it to our project. All actors have 
been trained to use it. On the organisational side, the midwife at the rural medical center 
is responsible for handling the ultrasound system for the examination of the woman and 
forwarding the ultrasound data to a physician expert for interpretation. This expert is then 
responsible for forwarding to the staff of the rural health center a written report, attached 
to the ultrasound images that are given to the patient by appointment. 

3. Results 

3.1.  Application design and implementation 

We used MedShakeEHR-base and MedShakeEHR-modGynObs modules of the 
MedShakeEHR software, in which we made modifications to adapt them to our project. 

The following changes were made: 

 implementation of a unique patient identification algorithm from the person 
identification profile (strict traits, extended traits, complementary traits) [4,5]; 

 integration of a database of localities in the country (village, sector,…); 

 integration of a reference system for the country’s professions; 

 integration of a ICD-10 database for pathological diagnosis. 

Fields on the base form that didn’t meet our needs have been removed. The finalized 
application was installed on the CFRTM (Medical Technology Research and Training 
Center) server with remote access. All actors (assistants, midwives, specialists and 
supervisors) were trained in the use of tele-expertise application by their level of 
intervention. Midwives have received essential training, during six months from 
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specialist (gynecologist-obstetrician doctor), to perform an obstetric ultrasound: 
collection of ultrasound measurements and images, transmission of data. 

 

Figure 1. Device operation 

3.2. Device operation 

Ultrasound activities are carried out on three working days during a week: monday, 
wednesday and friday. 

 ultrasound is performed in the morning from 08:00 to 12:00. After 12:00, a 
nominative list with the patient ID identifiers of the day are sent by email to the 
gynecologist-obstetrician doctor no later than 14:00. 

 the gynecologist-obstetrician doctor connects to the application, consults the 
various records of the day and delivers his expertise according to his availability 
within 24 hours. 

 The report of the prenatal ultrasound is therefore available; it will be printed 
and given to the patient on an appointment fixed beforehand in agreement with 
her within 48 hours. 

At the decision of the steering committee, ultrasound examinations are invoiced at 
5.000 CFA franc ($9) against 6000 CFA franc ($11) applied in public health 
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establishments excluding transport costs. The operation of the device, from patient 
reception to ultrasound interpretation is described by the following diagram. 

3.3. Patient data security and confidentiality  

Since we worked with health information, which is therefore highly confidential, it was 
crucial to ensure the security of health data as governed by Article 15 of Law 010-
2004/AN on the protection of personal data [6].  
Steps have been taken to ensure this confidentiality: 

 a single administrator; 

 encryption of the data storage hard drive on the server; 

 an automatic backup system on external media; 

 user authentication; 

 a limitation of users' access rights according to their profile; 

 a firewall to protect our server from remote attacks. 

4. Discussion and conclusions 

One of the major reasons for the low completion of ultrasound for pregnancy follow-up 
is the lack of availability of this examination in rural areas, which is essential for the 
smooth running of pregnancy. The main advantage of the ultrasound tele-expertise 
system we have set up is the accessibility of this examination, which is a guarantee of 
the motivation of rural populations. It is also a source of motivation for the staff of rural 
health centres who feel more involved in monitoring pregnant women. 

Beyond this work objective, the scheme will eventually allow the creation of a 
database for monitoring pregnant women, which is necessary for the production of 
reliable statistics and research. The unique identification system implemented could open 
avenues for its extension to the HIS of our country. 
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Abstract: The care of diabetic patients in peripheral medical centers in Burkina 
Faso faces many difficulties. This work, which is a new experience, aimed to set up 
an information system for the care of diabetic patients in the context of Burkina 
Faso. The system thus conceived consists of a web application (MedshakeEHR), 
used by the doctor and a mobile application (Glucosio) for the patient. The system 
has advantages such as remote appointment scheduling, appointment reminder, pa-
tient information sharing. The device also makes it possible to store data for the 
production of statistics and for scientific research. This experience has enabled us 
to meet certain challenges related in particular to the problem of HIS such as organ-
izational constraints, the creation of a unique identifier, the modeling of the main 
business processes, etc. 

Keywords: HIS; ICT and health; Diabetes; Telemedicine 

1. Introduction 

Burkina Faso, like most African countries, is facing an epidemiological transition in 

health with the significant increase in chronic non-communicable diseases. These are 

cardiovascular diseases, diabetes, cancers requiring regular treatment throughout the pa-

tient's life. According to WHO, the number of people with diabetes worldwide increased 

from 108 million in 1980 to 422 million in 2014. In the African region the prevalence 

fell from 3.1% to 7.1% over the same period. New eating habits, sedentary lifestyle or 

even genetic predispositions are the major causes of the spread of this disease [1]. Un-

fortunately, our health systems have not adapted to these phenomena at the same speed, 

which naturally has consequences on the quality of life of patients and those around them. 

The solution to these difficulties lies in setting up an information system to effectively 

monitor patients and build a database for statistics and research on diabetes. The search 

for electronic experiments in this area and in our context has remained poor. 

This is why we have undertaken to design and implement an electronic register of 

diabetic patients at the Medical Center with Surgical Antenna (CMA) of the health dis-

 
1 Corresponding Author, Seydou Golo Baroo, University of Nazi BONI, Bobo-Dioulasso, Burkina Faso;  

E-mail: seydou.golo@gmail.com. 

Informatics and Technology in Clinical Care and Public Health
J. Mantas et al. (Eds.)

© 2022 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI210881

152



trict of DO, Bobo-Dioulasso, Burkina Faso. It is an application that integrates an appoint-

ment reminder system and patient access to their data via a mobile phone system. The 

use of telehealth has shown potential for the management of chronic pathologies and 

research [2]. The interest of our system is to improve the follow-up of diabetic patients 

with a view to their empowerment but also to contribute to improving the quality of data 

on this pathology. 

2. Methods 

2.1.  System implementation site 

The implementation site of our system is the Medical Center with Surgical Antenna 

(CMA) of the Do health district in Bobo Dioulasso (Burkian Faso). The health district of 

Do has, in addition to the CMA, twenty-seven (27) peripheral Health Centers. 

2.2.  Modeling and choice of tools 

The analysis of the existing system and the new system to be implemented was carried 

out using UML (Unified Modeling Language). The offline version of draw.io and the 

power AMC software were used for the diagrams. Our system is an application made up 

of two parts: a web part used by doctors and a mobile part used by the patient. Open-

source software called "MedshakeEHR" was used to design the web application. Med-

shakeEHR is a Hospital Information System (HIS). The mobile part was developed using 

Android software which is also open source "Glucosio". For our work, we used the 

Apache HTTP server version 2.4.3 which is free software respecting the client-server 

communication protocol. From this server, our application runs through a browser, re-

gardless of the power of the computer or the operating system used. We preferred the 

Linux 18.04.2 operating system for this work. and the "MySQL" Database Management 

System. Mobile app users were equipped with a smartphone with Android OS version 4 

and later operating system. To establish the connection between MedshakeEHR and Glu-

cosio and facilitate data exchange, we have set up an API (Application Programming 

Interface). We choose the "REST" API (REpresentational State Transfer) because it 

meets the norms and standards in data exchange. This API retrieves data from Med-

shakeEHR and provides it to Glucosio in JSON (JavaScript Object Notation) format. For 

the safety and reliability of exchanges, we have integrated a unique patient identification 

system using the method proposed by the GMSIH (Group for the Modernization of the 

Hospital Information System). This method recommends the use of identity traits to gen-

erate the unique identifier by an automatic algorithmic calculation process; this process 

was used by ASIP Santé during its national health identification program [3] [4]. 

3. Results 

3.1.  System analysis and modeling 

The analysis of the new system defines the role of each actor as well as the data provided 

and consulted. For the doctor, he connects to the "MedshakeEHR" application for re-

cording the data of the patient's medical consultation; As for the patient, he uses the 

“Glucosio” mobile phone part to make his appointments and consult his personal infor-

mation [figure 1]. 
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To record a consultation, the doctor logs into the MedshakeEHR application after 

mandatory authentication. He then accesses the MedshakeEHR home interface and can 

finally record a medical consultation. The "appointment making" process involves the 

patient, the doctor and the two applications. The patient uses the mobile application for 

the appointment request which sends a notification to the web application that will be 

processed by the doctor. 

 

Figure 1. Use case Diagram 

3.2. System implementation 

The installation of the application was done on a desktop computer in the doctor's con-

sulting room. Two user accounts have been created for the two physicians responsible 

for consulting diabetic patients with different levels of access. Security measures have 

been taken: an automatic backup system on external media, user authentication, limita-

tion of user access rights according to their profile, etc. Physical measures were also 

taken regarding access to the consultation room and the technical room. For the protec-

tion of personal data, legal measures relating to digital health data, governed by Article 

15 of Law 010-2004 / AN on the protection of personal data have been taken [5]. A 

system of data quality controls has been put in place during and after data entry. An 

interface for managing appointments and notifications has been created. For the use of 

the mobile phone part of the "Glucosio" application, a user account has been created 

allowing the patient to authenticate himself before accessing the content of the applica-

tion. For security reasons, patient access has been limited to some information. The 

"REST" API, which was deployed on the same server as MedshakeEHR, allows the two 

applications to communicate with each other and facilitate the exchange of information 

between two or more doctors, but also between doctors and patients. When Glucosio is 

first installed, the patient's unique identifier will be stored on the application database. 

When requesting Glucosio, the unique identifier is used by the API to query Med-

shakeEHR and authorize secure exchanges [figure 2]. 

The system thus put in place has been operational since May 6, 2021. All users have been 

trained. We administered a system evaluation questionnaire to physicians responsible for 
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consulting diabetic patients with respect to the ergonomics of the application, function-

ality and handling. Another interview guide was used to assess patient satisfaction. The 

results of this assessment show that the application is generally satisfactory (70%). At 

the time of writing this article 36 patients were already registered in the system. 

 

Figure 2. Application interface architecture 

4. Conclusions 

The electronic monitoring system for diabetic patients set up at the Do Medical Center 

is an innovation in the management of chronic diseases in the healthcare system of the 

country. It is a system with a dual objective (clinical and research) and a dual advantage 

(for the doctor and for the patient). Nevertheless, our project has its limits, in particular 

its restriction to a single medical center and a single pathology, the lack of perspective 

for a good evaluation, especially the clinical research component, etc. However, these 

limits remain as challenges to be taken up for future digital health projects in the care of 

patients. We set ourselves as a perspective the gradual integration of different patholo-

gies to make this system a complete computerized patient record; the development of a 

billing module; the use of other features of MedshakeEHR in particular: Apycript mail, 

HPRIM, DICOM. It is also planned to install the system in the endocrinology department 

of the Souro Sanou University Hospital Center (CHUSS). Enabling the sending of SMS 

in addition to emails and notifications will greatly improve the management of appoint-

ment reminders in view of the mobile network coverage much higher than that of the 

Internet. 
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Abstract. Patients, relatives, doctors, and healthcare providers anticipate the 

evidence-based length of stay (LOS) prediction in neurosurgery. This study aimed 

to assess the quality of LOS prediction with the GPT3 language model upon the 

narrative medical records in neurosurgery comparing to doctors' and patients' 

expectations. We found no significant difference (p = 0.109) between doctors', 

patients', and model’s predictions with neurosurgeons tending to be more accurate 

in prognosis. The modern neural network language models demonstrate feasibility 

in LOS prediction. 

Keywords. Length of stay, neurosurgery, prediction, neural networks, deep learning, 

natural language processing 

1. Introduction 

Patients and relatives anticipate the evidence-based risk assessment and length of stay 

(LOS) prediction in high-tech surgery [1,2]. LOS prognosis can also be utilized in 

clinical resource management. This paper continues a series of our publications on LOS 

predicting in neurosurgery based on unstructured textual data [5,6]. The current study 

aimed to assess the quality of LOS prediction with the GPT3 language model upon the 

narrative medical records in neurosurgery comparing to doctors' and patients' 

expectations. 

2. Methods 

Our study consisted of two components: 1) training a neural network language model to 

predict LOS based on unstructured text data collected retrospectively from electronic 

health records (EHR); 2) comparing the model predictions with the expectations of 
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neurosurgeons and patients on admission (before surgery) collected in prospective 

research. 

The narrative textual data from the EHR of N.N. Burdenko National Medical 

Research Center of Neurosurgery was obtained for the period from 2000 to 2017 to shape 

the training corpus. The texts were extracted from the following source documents 

created upon patient admission: initial diagnosis, complaints, life history, history of 

present illness, somatic status, mental status, neurological examination, comorbidity, 

allergies, primary nursing examination, complications. Additionally, we added the 

narrative operative reports (for surgery commonly performed 1-2 days after admission) 

to the training set of texts. The omissions in all text records were replaced with blank 

lines. The texts from all document sources were concatenated through the ".\n" symbol 

into one field for each treatment case that served as the model's input. We replaced all 

contiguous zero-width spaces with an empty string, line-breaking spaces with a single 

newline, non-breaking spaces with a single space, then stripped any leading/trailing 

whitespace. Texts were converted to lower case. The target variable we used for machine 

learning was ln(1 + LOS), where LOS was the total number of days a patient stayed at 

the hospital since admission. 

The underlying model (Generative Pre-trained Transformer 3 trained with large 

(600+ GB) corpus in the Russian language – ruGPT3) and tokenizer we utilized can be 

found here [3]. It was chosen as the promising state-of-the-art technology in Russian 

language modeling. The model vocabulary size was equal to 50 257 tokens. The length 

of the input text was limited to 2048 tokens. This, in turn, was also the maximum context 

length. The dimension of a token's vector representation was 768. To obtain the final 

vector representation of the token, the corresponding vectors were extracted from all 12 

encoder layers and concatenated into one vector. To get a vector representation of the 

entire sentence, the final vector representations of its tokens were averaged into one 

vector dimensioned 768x12, which served the input to the fully connected layer (FCL) 

preceded by a dropout with a probability of 0.3. 

The model fine-tuning was performed in two stages: 1) the top layer (FC) was 

trained during two epochs, the rest of the weights were "frozen"; 2) the whole model was 

trained during 20 epochs. The neural network training parameters were as follows: 

batch_size_top = 256 (training the top layer), learning_rate_top = 1e-5, batch_size_all = 

16 (training the whole model), learning_rate_all = 1e-5, loss function: L1LOSS 

(https://pytorch.org/docs/stable/generated/torch.nn.L1Loss.html), optimizer: Adam 

(https://pytorch.org/docs/master/generated/torch.optim.Adam.html). The 25% random 

cases from 90 685 were used to evaluate prediction quality when fine-tuning the model. 

The inverse of the logarithm operation was applied to the model predictions to get the 

prognosis in days. 

In a prospective study (carried out in the first half of May 2021), patients admitted 

to the N.N. Burdenko Neurosurgery Center and their treating neurosurgeons were asked 

to predict the total length of inpatient stay. Simultaneously, we registered neural model 

predictions. 

Mean Absolute Error (MAE) in days was primarily used to measure the quality of 

model prediction and the correctness of doctors’ and patients’ expectations in a 

prospective study. Additionally, we calculated median absolute error (AE) and AE 

interquartile range (IQR) to better characterize AE distributions from different types of 

responders.  We tested the difference in AE of prediction with the Kruskal-Wallis test. 

Spearman correlation coefficient was used to estimate the correlation between patients’, 
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doctors’, and model’s predictions. A p-value < 0.05 was considered statistically 

significant. 

3. Results 

A total of 90 688 cases of neurosurgical treatment were identified retrospectively to 

provide unstructured medical texts for model training. A total of 111 patients with data 

collected prospectively were enrolled in the testing study. The study patients (adults with 

average age 52.8 ± 15.0 years; males / females = 49 / 62) underwent surgery for brain 

tumors (n = 78), vascular pathology (n = 12), hydrocephalus (n = 5) and other (n = 16). 

The length of the preoperative period in 86 (77.5%) of patients in the testing sample did 

not exceed 2 days (median = 1). The average LOS for the studied group was 7.5 days 

(median – 7 [6;9] days). The maximum reached 21 days in a complicated case. The LOS 

prognosis MAE and median AE with IQR obtained from doctors, patients, and the model 

are presented in Table 1. There was no statistically significant difference in the AE of 

prediction between the three types of responders (p = 0.109). However, doctors’ 

prognoses tended to be more accurate. 

Table 1. MAE – mean absolute error, AE – absolute error, IQR - interquartile range 

Responders MAE Median AE [IQR] 
Neurosurgeons 1.88 1.00 [1.00, 3.00] 

Patients 2.37 2.00 [1.00, 3.00] 

Prognostic model 2.37 2.00 [1.00, 3.00] 

 

We observed a weak and statistically significant correlation between doctors’ and 

patients’ expectations (rho = 0.30, p = 0.002), patients’ and model’s prognosis (rho =  

0.31, p = 0.001) and doctors’ and model’s prediction (rho = 0.29, p = 0.002). A boxplot 

of AE distributions for each type of responders with the estimation of statistically 

significant differences is shown in Figure 1. 

 

Figure 1. The distribution of prediction AE from three types of responders (the model, neurosurgeons and 

patients). NS. - non-significant. 

g
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4. Discussion 

The length of stay is an important metric for healthcare providers and patients, and its 

prediction is sought to be automatized [4]. This study focused on utilizing narrative 

clinical text data, which seems informative and underlooked. We admit that our model 

had an advantage over the doctors and patients since it benefitted from the operative 

reports. Thus, the model, in fact, gave a prognosis a little later. However, given that 

surgery was performed 1-2 days after admission in most cases, the model’s prognosis 

can still be considered timely. We also found that the neurosurgeons tend to predict LOS 

better than the patient or model. Nevertheless, the quality of the ruGPT3 model's 

prediction demonstrated in our research (even accounting for some unfairness of the 

comparison to humans) justifies considering such solutions as potentially applicable in 

automating LOS prediction. The testing sample size and its possible heterogeneity might 

be the limitations of the current study. 

5. Conclusion 

We found the medical texts sufficiently informative to solve complex tasks with modern 

neural network language models. The approach we justify should be considered in 

addition to predictive modeling based on structured feature space.  
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Abstract. The doctor-patient relationship has been the cornerstone of medical 

practice. As e-health is coming to play an increasingly important role, it is necessary 
to consider how e-health can draw on, integrate and safeguard aspects of this 

relationship and thereby improve services and engage patients. 

Keywords. E-health, doctor-patient relationship, engagement 

1. Introduction 

The doctor-patient relationship is the cornerstone of medical practice [1]. This 

relationship is sometimes, and especially within the field of counseling, referred to as 

‘the therapeutic alliance’ [2].  

During the two last decades, there has been a gradual and significant increase in the 

availability and use of different e-health services, including on the web, on apps, and on 

video [3,4]. In Norway, the Covid-19 pandemic has resulted in an increase in the use of 

e-health also in the public health services, as the need to push back against the pandemic 

has forced many health providers to reduce the availability of face-to-face services [5]. 

As e-health now moves into a period with an increased uptake, it becomes important to 

consider how to draw on, integrate and safeguard the elements of traditional face-to-face 

communication that have been such an important part of clinical medicine and the doctor-

patient relationship, in order to further the uptake and success of e-health services.  

In this paper, we discuss some central characteristics of the doctor-patient 

relationship and the advantages that might be gained by e-health providers by taking 

these into consideration. 

 

2. Methods 

Drawing on central concepts from doctor-patient interaction research, we present and 

discuss some clinically important phenomena that e-health providers may consider in 

optimizing their services. 
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3. Results and Discussion 

 

The relationship between the doctor and the patient is the cornerstone of traditional 

medical treatment. This relationship draws on the doctor’s professionalism in terms of 

her knowledge and skills, but it also relies on other central elements including 

confidentiality and trust between the parties [1,2]. This relationship is a tool in itself that 

may help patients in their healing [1,2,6]. The lack of trust in technology and lacking 

technical skills have been two central factors in discouraging people’s use of e-health [7].  

While it may be difficult to isolate which elements that are most effective in the 

provider-patient relationship, one can hypothesize that e-health services that emulate 

characteristics of this relationship will be more effective in engaging and helping patients. 

Some e-health tools provide an opportunity to transfer central elements of the face-to-

face relationship to a different medium, such as video consultations. However, this may 

be more challenging in other applications such as apps and self-help online programs. 

Drawing on this line of reasoning, some techniques that might be used to enhance 

engagement with e-health services could be video recordings or audio recordings of 

providers, the possibility to interact synchronously or asynchronously with providers 

through chat or email, etc. In this respect, interacting with providers, albeit in writing 

only, would probably be preferable to services where the user only provides or receives 

information, without any interactional element [8,9]. Regardless of the technology, it 

will remain central that the services inspire trust and require few technological skills. 

4. Conclusions 

As e-health is becoming an increasingly important part of the public health services, it is 

necessary to consider how e-health can draw on and integrate aspects of the traditional 

doctor-patient relationship in order to improve the services and engage the patients. 

References 

[1]  Wynn R. Provider-patient interaction. Norwegian Academic Press, Oslo, 1999. 

[2]  Littauer H, Sexton H, Wynn R. Qualities clients wish for in their therapists. Scand J Caring Sci 
2005;19:28-31. 

[3]  Wynn R, Oyeyemi SO, Budrionis A, Marco-Ruiz L, Yigzaw KY, Bellika JG. Electronic Health Use in a 

Representative Sample of 18,497 Respondents in Norway (The Seventh Tromsø Study - Part 1): 
Population-Based Questionnaire Study. JMIR Med Inform. 2020;8:e13106. 

[4]  Wynn R, Gabarron E, Johnsen JK, Traver V. Special Issue on E-Health Services. Int J Environ Res Public 

Health. 2020;17(8):2885. 
[5]  Wynn R. E-health in Norway before and during the initial phase of the Covid-19 pandemic. Stud Health 

Technol Inform. 2020;272:9-12. 

[6]  Bystad M, Bystad C, Wynn R. How can placebo effects best be applied in clinical practice? A Narrative 
Review. Psychol Res Behav Manag. 2015;8:41-5. 

[7]  Mata-Cervantes G, Clay CE, Baxter C. Maximising patient uptake and engagement with eHealth. NHS 

England, 2017. 
[8]  Del Hoyo JD, Nos P, Faubel R, et al. Adaptation of TECCU App Based on Patients´ Perceptions for the 

Telemonitoring of Inflammatory Bowel Disease: A Qualitative Study Using Focus Groups. Int J Environ 

Res Public Health. 2020;17:1871.  
[9]  Löhr H, Wynn R, Rosenvinge J. E-therapy as an adjunct to face-to-face therapy in the treatment of 

patients suffering from chronic psychiatric disorders. J Inform Technol Healthcare. 2007;5:67-79. 

R. Wynn / Drawing on the Doctor-Patient Relationship in e-Health Services 161



Tracking Activities of Daily Living in the 

Home Office 

Ju WANG1, Marcel AGUIRRE MEHLHORN, Katharina DITLER,  

Benjamin EFFNER and Thomas M. DESERNO 

Peter L. Reichertz Institute for Medical Informatics of TU Braunschweig  
and Hannover Medical School 

Abstract. Due to the COVID-19 pandemic, home-office has turned to be a common 

practice in many companies to limit physical contact to reduce the rate of infections 
in the workplace. To quantify office workers' ADLs, this work demonstrates 

unobtrusive monitoring of activities of daily living (ADLs) of an office worker in a 

home-office environment with three low-cost sensors: an accelerometer and two 
light sensors. We extract four elementary events: distinct and fain chair movement, 

monitor, and fridge usage, from which we derived seven ADLs using predefined 

rules. This simple system can support the quantification of ADLs of home-office 
workers. 

Keywords. Activities of Daily Living, home-office, COVID-19 pandemic, sensor, 

AAL 

1. Introduction 

The COVID-19 pandemic has changed our lives in many ways. With the availability of 

telecommunication platforms, it is feasible to conduct much work without being at the 

office. To limit physical contacts and reduce infection rate in the workplace, home-office 

has turned to be a common practice in many companies. However, home-office could 

negatively influence office workers. For instance, the work-life balance can be disturbed 

to change the office workers’ physical and mental well-being [1]. 

The term activities of daily living (ADLs) is defined as the self-care activities that 

are important for health maintenance and independent living [2]. ADL is an indicator of 

health status as performing ADLs depends on cognitive (e.g., reasoning, planning), 

motor (e.g., balance, dexterity), and perceptual (including sensory) abilities [3]. With the 

advances in sensor technology, big data, and artificial intelligence, low-cost sensors can 

implement, when installed at proper locations, physiological monitoring and functional 

monitoring [4] for certain subjects, e.g., the elderly or patients with certain disabilities. 

For instance, with motion sensors and contact sensors, Kaye et al. recorded Alzheimer 

patients' daily life [5]. Similarly, our previous work profiled the hip fracture patients' 

behavior after discharge with multimodal Internet of things (IoT) sensors such as 

accelerometer, motion, vibration, and contact sensors [6][7]. The Massey University 

Student Enterprise (MUSE) group tracked the toilet use of an elderly person with a light 
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sensor in the rest room [8]. However, home-office has not yet been monitored by such 

simple systems. 

Inspired by the related work of monitoring the ADLs of the elderly and the patients, 

this work will demonstrate unobtrusive ADL monitoring of an office worker with low 

cost and simple out-of-the-shelf sensors. We also showcase the information that can be 

extracted from the sensor data. 

2. Methods 

2.1. Sensor setup 

We used a sensor kit (PLUX Biosignalsplux, PLUX wireless biosignals, S.A., Lisboa, 

Portugal) with sensors and hubs for data collection [9]. We used only three sensors (Fig. 

1):  

 

Figure 1. Hardware setup. 

� An accelerometer (ACC) attached to the headrest of the office chair tracks the 

movement of the office worker (Fig. 1-a). 

� A light sensor (LUX1) orthogonally attached to the monitor of the computer 

measures the display activity (Fig. 1-b).  

� A light sensor LUX2 attached next to the refrigerator light checks if the 

refrigerator is open (Fig. 1-c). 

We cabled ACC and LUX1 to a hub (HUB1) that then with Bluetooth connected to 

a smartphone (SF1), and LUX2 via another hub (HUB2) to another smartphone (SF2), 

which was placed near the fridge, as the computer was not within the Bluetooth reach 

from HUB2.  

Our sensors recorded data over four weekdays. The system was started each day at 

about 07:00 and shut down at about 17:00. We configured the sampling rate for all 

sensors to 1 Hz.  

2.2. ADL event extraction 

We divided the ADL event extraction from raw sensor data into two stages: elementary 

event and ADL events. We defined and extracted four types of elementary events: 

1. Distinct chair movements are caused by evident activities like standing up or 

sitting down in the office chair. We employed Butterworth and median filters 

to smooth the data and an empirical threshold to detect distinct movement.  

2. Faint chair movements are the slight movements at the workplace while the 

person remains in the chair.  

J. Wang et al. / Tracking Activities of Daily Living in the Home Office 163



3. Monitor on/off event is derived by the light sensor, which illustrates clearly 

ascending and descending slopes when the monitor turns on and off, 

respectively. We applied an offset to the sensor data due to cope with 

interferences from the surroundings and ambient light.  

4. Fridge open/closed event is detected directly from the signal as there is nearly 

no interfering light when the fridge is closed.  

Based on the four types of elementary events, we extracted seven ADL events based 

on the social rhythm metrics (SRM) [10]. Table 1 lists the rules. 

Table 1. Event extraction rules 

ID ADL Rule Timeslot 
1 Begin of the working day Distinct chair movement + monitor on 07:00 – 08:00 

2 Breakfast ≥ 2 × distinct movement chair + monitor off + fridge 
open/closed 

08:00 – 11:00 

3 Concentration phase Faint movement chair + monitor on 07:00 – 17:00 

4 Lunch ≥ 2 × distinct chair movement + monitor off + fridge 
open/closed 

11:00 – 14:00 

5 Afternoon Snack ≥ 2 × distinct chair movement + fridge open/closed 14:00 – 17:00 

6 General working break ≥ 2 × distinct chair movement + monitor off 07:00 – 17:00 
7 End of the working day Distinct chair movement + monitor off 16:00 – 17:00 

3. Results 

We obtained the elementary events. A sample set of events of a certain day is shown in  

(Fig. 2-(a)) with their starting- and ending-timestamps. Furthermore, after the event 

extraction, we can derive the target ADL events (Fig. 2-(b)) applying our rule set (Table 

1). To quantify the office worker's ADL, we provide a statistical summary (Table 2). 

 

Figure 2. Elementary and ADL events.  The IDs of the ADL events are at the top of the graph.  

 

Table 2. Summary of ADL events in four weekdays 

ID ADL Average time Average timeslot 
1 Begin of the working day - 07:45 – 08:15 

2 Breakfast ca. 20 min  09:00 – 10:00 
3 Concentration phase ca. 90 min 08:00 – 09:00 

09:30 – 11:00 

14:00 – 16:30 
4 Lunch ca. 45 min 11:00 – 13:30 

5 Afternoon Snack ca. 15 min 13:30 – 15:15 
6 General working break ca. 10 min 10:30 – 11:15 

7 End of the working day - 16:00 – 17:00 
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4. Discussion 

Our experiment demonstrated that applying a limited number of low-cost and out-of-the-

shelf sensors is feasible to track ADLs of workers in home-office. We designed the 

sensor deployment carefully to monitor the ADLs in an unobtrusive manner. Our data 

processing pipeline is easy to implement.  

Our results suggest that the monitored office worker's lifestyle was relatively stable 

within the monitored duration. There was barely any movements during the workday 

besides standing up to get some food. The obtained information may offer tips for healthy 

lifestyle. For example, to keep in work-life balance, people need to break more frequently 

during the workday [11]. 

In this work, we defined the ADL events according to the SRM. On the one hand, 

we showed the potential of automatically collecting data for the SRM using sensor 

technology. On the other hand, the sensor data can be used to verify the precision of the 

SRM diary, which is usually collected by manually survey with the subjects. 

The variety and the amount of sensors in the demonstrated system limit the ADL 

types that can be detected. The system cannot distinguish the work-relevant and non-

relevant activities when the worker is in the chair. The system cannot detect the activies 

out of the sensing scope either, e.g., the phone calls with colleagues in a different room.  

In future work, additional data from more test persons with more sensors can be 

derived to broaden our results over an extended period. In particular, we intend to include 

phone calls performed with wireless devices. Furthermore, a smartwatch with an 

accelerometer or motion sensor can be used to track a person's movements at home to 

verify the findings of the accelerometer on the office chair.  
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Abstract. Ontologies promise more benefits than terminologies in terms of data 

annotation and computer-assisted reasoning, by defining a hierarchy of terms and 

their relations within a domain. Here, we present central insights related to the 
development of an ontology for documenting events during interoperative 

neuromonitoring (IOM), for which we used the Basic Formal Ontology (BFO) as an 

upper-level ontology. This work has the following two goals: to describe the 
development of the IOM ontology and to guide the practice with respect to 

documenting of biomedical events, as available ontologies pose difficulties on 

certain issues. We address the following issues: (i) differentiate between the sets 
{documentation, identification, continuant} and {explanation, understanding, 

occurrent} as we had problems in applying the available ontology of adverse events,

(ii) covering diseases and injuries in a consistent way, and (iii) deciding on which 
level to define relations.

Keywords. Adverse events, BFO, clinical documentation, intraoperative neuro-

monitoring, phenomenology

1. Introduction

Medical interventions related to the use of certain medical devices and products might 

cause unintended adverse events (AEs) [1]. Frequently, drug-related AEs are addressed

in the literature [2], but AEs caused by surgery processes also generate significant 

burdens in terms of mortality and associated healthcare costs [3]. In order to capture the 

type of AEs, it is instrumental to document the results of associated health interventions 

in an unequivocal and standardized manner. For this purpose, standard terminologies [4]

and ontologies [5] have been developed. 

The main terms used in ontological hierarchies are universals, i.e., they represent 

what certain entities have in common [6]. It is frequently difficult to capture what such 

common characteristics are. For example, in the ontology of adverse events (OAE [1]),

an AE is defined as “a pathological bodily process that occurs after a medical 

intervention”, which also applies to processes after treatment of a chronic disease. Main 

motivation for this work is related to such ambiguous definitions and additional problems 

in the OAE, which we have encountered during the development of our ontology.

Our use case is the documentation of adverse events during interoperative 

neuromonitoring (IOM), for which we used the Basic Formal Ontology (BFO) as an 
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upper-level ontology [7, 8]. IOM is the continuous measurements of neural electrical 

activity during neurosurgery to prevent postoperative deficits. BFO is a small upper-level 

ontology used by over 250 ontology-driven projects worldwide, especially for the 

biomedical domain. The fundamental distinction of BFO is between continuants, i.e., 

those entities that persist through time and are fully present at any point in time at which 

they exist at all (e.g., material entities such as syringes), and occurrents, i.e., those entities 

that unfold themselves in time and are present at any time only through their parts, e.g., 

my whole life with my childhood as one part at a certain time span.

Barry Smith has contributed central methods and notions to the scientific field of 

ontology. By consolidating his philosophical insights into the work on the BFO, he 

allowed many researchers to use sound concepts without having to understand the 

philosophies behind them. However, our work shows that it is sometimes crucial to 

understand the philosophical theories to make and justify certain decisions in practice. 

Without reference to philosophical works, it would have been difficult to detect the 

essential reason why the ontology of adverse events was not appropriate for us.

This work has the following two goals: to describe the development of the IOM 

ontology and to guide the practice with respect to documenting of biomedical events, as

available ontologies pose difficulties on certain issues. We address the following issues:

(i) differentiate between the sets {documentation, identification, continuant} and 

{explanation, understanding, occurrent}, (ii) covering diseases and injuries in a 

consistent way, and (iii) deciding on which level to define relations.

2. Methods

Guiding the practice required to adequately justify certain decisions during ontology 

development. For this purpose, the philosophical backbone of BFO were briefly analyzed 

and central implication for the practice was deduced from it. 

To develop the IOM ontology, we first collected a list of relevant terms. In the 

second step, we defined a hierarchy between these terms through is_a (taxonomy) and 

part_of relations (mereology). In this step, the construction of the taxonomy and the reuse 

of existing ontologies was facilitated by referring to an upper-level ontology. Finally,

further relations between two terms were defined (i.e., they are connected through a

predicate), e.g., bearer_of (dependence) or is_connected_to (topology), and the terms 

themselves received further clarification by providing data properties, e.g., has_date or 

has_color. We used Webprotégé as development environment, Ontofox for reusing 

available ontologies, JavaFX for the frontend, and Apache Jena for the backend. 

3. Results

3.1. Philosophical orientation in the IOM ontology

BFO has a philosophical orientation like other upper-level ontologies such as DOLCE 

and SUMO. It is strongly inspired by the phenomenologist Roman Ingarden, who 

advocated an immanent-realist view: there are mind-independent things in the 

spatiotemporal world and universals (kinds, properties, and relations), which capture 

them [9]. To put it in another way, the things are not just what we can sensually perceive, 

but also composed of categories, e.g., being a continuant. However, there is no direct 
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experience of things in terms of sensual and categorical properties. Experience is always 

intentionally directed towards things, through thoughts, images, desires, etc. A 

consequence is that we are always dealing with objects-as-intended (noematic structure), 

i.e., our intentional structure should be accounted for, when describing things. 

During our ontology development it became crucial to consider the intentional 

structure for inferring following insight: continuants are associated with the intention to 

identify things, while occurrents are related to the intention to retrace something. Hence, 

if we want to identify a disease, we handle it like a continuant, if we want to retrace it 

(i.e., understand the course of the disease and its events), it functions as an occurrent. In 

other words, it is not useful to subsume events to the occurrence class if the goal of the 

final ontology is to facilitate documentation. These leads to the differentiation between 

the sets {documentation, identification, continuant} and {explanation, understanding, 

occurrent}.

3.2. Results and decisions in the IOM ontology 

The IOM ontology is available via a user-friendly JavaFX frontend (access to the code 

at https://gitlab.ti.bfh.ch/neues4/IOMDO is granted upon request). It is not used for real-

world documentation yet, even though some preliminary user tests were promising. Most 

of the terms in the IOM ontology were collected in a previous work, which lacked a 

taxonomy and relations [10]. For documenting the possible events during IOM with the 

help of an ontology, we relate those events to measurement data of evoked potentials and 

to induced postoperative deficits. With respect to the handling of events in our ontology, 

we initially relied on the OAE. However, in [1], it is stated that the ontology “allows the 

development and application of new analysis methods to better understanding the 

mechanisms of adverse events associated with or induced by different medical 

interventions”, which means that the primary intention is to understand or retrace the 

processes that lead to adverse events [11].

What was the problem for the IOM ontology? In the adapted process-oriented view 

of the OAE, instances were of the form “Process P02 taken place on Sunday 10:00 pm 

leading to bleeding”. Without further characterization of the processes in terms of 

dynamics and concrete components, such instances were useless for documenting events 

and associated data. In the gene ontology, for example, the process “hexose biosynthetic 

process” is integrated into a hierarchy of processes in order to understand the components 

of the metabolic processes. The aim is to retrace the sub-processes of the metabolic 

processes in general, not to identify concrete processes within an individual, which 

would be difficult anyway. In our initial approach, the difference of our perspective and 

that of OAE was overlooked. Even if one can combine both perspectives, the complexity 

of the resulting ontology would be very high. For documenting events, we finally used 

the generally dependent continuant term of BFO, as it has been used by the Ontology for 

General Medical Science (OGMS) for diagnoses [12]. Events are subsumed under the 

class ‘information content’, as we want to identify them, and for this goal, there is no 

benefit in referring to them additionally or alternatively as processes. 

Regarding the classification of injuries, we relied again on the OGMS diagnosis and 

on the disposition concept for diseases. In OGMS, a disease “is a disposition to undergo 

pathological processes that exists in an organism because of one or more disorders in 

that organism”. First, we decided that injuries belong to the category of disease, even 

though they are not dispositions per se. There are two reasons for this decision: (a) ICD10 

has injuries as part of its categories (S00 – T88), (b) the effects of an injury depend on 
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the disposition of an individual. Second, we used injury diagnoses as entities with content, 

for the same reasons as for the classification of events in our ontology.

Considering relations, we could define all relations at the class level of our ontology 

or rely on other ontologies. The second approach means that we have to import the 

corresponding ontologies if we want to enable inferences based on reasoners. We decided 

to import the relation ontology because it provides a BFO-based collection of relations 

intended for standardization across different biomedical ontologies, e.g., we could use 

the “before”, “has_phenotype”, “has_participant” and other relations out-of-the-box [13].

4. Conclusion

Developing and understanding the distinction between different intentional structures 

(identification versus explanation) helped us to make informed decisions with respect to 

the classification of the terms “events” and “injuries” in an ontology destined to facilitate 

documentation. In contrast to the OAE, our ontology can be used off-the-shelf for 

documentation. Our insights have implications for several discussion related to the use 

of BFO. For example, uncertainties regarding the increase of complexity, when 

SNOMED CT is based on BFO can be reduced by referring to the distinction mentioned 

in the previous paragraph. For example: When diagnosing a patient with asthma in a 

healthcare setting, it is always an act of identifying the disease, not to retrace it. The 

related asthma attacks contribute to the characterization of asthma by being referred to 

them as ‘information contents’ rather than processes. The processes are relevant to the 

biomedical researcher who wants to better understand the disease by investigating certain 

dynamic patterns and who is, in most cases, not interested in individual cases.
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Abstract. We randomly extracted Tweets mentioning dementia/Alzheimer’s 
caregiving-related terms (n= 58,094) from Aug 23, 2019, to Sep 14, 2020, via an 

API. We applied a clustering algorithm and natural language processing (NLP) to 

publicly available English Tweets to detect topics and sentiment. We compared 
emotional valence scores of Tweets from before (through the end of 2019) and after 

the beginning of the COVID-19 pandemic (2020-). Prevalence of topics related to 

caregiver emotional distress (e.g., depression, helplessness, stigma, loneliness, elder 
abuse) and caregiver coping (e.g., resilience, love, reading books) increased, and 

topics related to late-stage dementia caregiving (e.g., nursing home placement, 

hospice, palliative care) decreased during the pandemic. The mean emotional 
valence score significantly decreased from 1.18 (SD 1.57; range -7.1 to 7.9) to 0.86 

(SD 1.57; range -5.5 to 6.85) after the advent of COVID-19 (difference -0.32 CI: -

0.35, -0.29). The application of topic modeling and sentiment analysis to streaming 
social media provides a foundation for research insights regarding mental health 

needs for family caregivers of a person with ADRD during COVID-19 pandemic. 

Keywords. dementia caregiving, online intervention, disparities, topic modeling 

1. Introduction 

Alzheimer's disease and related dementias (ADRD) is the sixth leading cause of death in 

the United States. More than 16 million family members or friends usually provide care 

for people with ADRD in their homes every year [1]. Family members of persons with 
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ADRD have been physically and psychologically affected by COVID-19 during the 

pandemic, including loss of support and increased loneliness, as well as likelihood of 

contracting COVID-19 [1,2]. News media have described patients with ADRD in 

nursing homes as COVID-19’s hidden victims. Although recent qualitative studies from 

the U.K. and Canada have reported on the burden of family caregivers of persons with 

ADRD during the COVID-19 pandemic [1,2], it remains unclear which aspects of 

caregiving gained greater prominence among the general public during the pandemic, 

and to what degree they were already present in the public consciousness before COVID-

19 emerged. 

Topic modeling applies statistical analyses to counts of words or word groups that 

co-occur within text documents to reveal latent word groupings with potential semantic 

significance across a collection of documents. Compared to manual reading and 

keyword/keyphrase extraction algorithms (TF-IDF, TextRank), topic modeling offers 

the ability to find semantically meaningful groupings of multiple words across very large 

document collections, even in cases when all of the related words do not appear together 

within any single document or section. Further, sentiment analysis helps quantify the 

affective state of social media users as calculated via methods such as the Afinn lexicon, 

proposing a total emotional valence score [2]. Therefore, the purpose of this study was 

to detect changes in caregiving topics and sentiments to understand emotional distress 

before and during the pandemic as a foundation for developing future Twitter-based 

interventions for Hispanic and African American dementia caregivers. 

2. Methods 

We applied topic modeling and sentiment analysis for content mining of a corpus of 

publicly available English Tweets mentioning dementia/Alzheimer’s caregiving-related 

terms (keywords: Alzheimer’s/dementia caregiving/caregiver/care, n= 58,094) from Aug 

23, 2019, to Sep 14, 2020. Any politicians’ names were excluded upon data collection to 

exclude irrelevant Tweets during corpora creation. We used the NCapture and ORA 

software packages and other scripts run on a High-Performance Computing Cluster 

(https://cuit.columbia.edu/shared-research-computing-facility) to collect and analyze the 

data. First, 127 XML files were merged using Perl regular expression commands and 

shell scripting on the Terremoto cluster. Second, we used NLP techniques to remove n-

grams occurring fewer than three times, and applied the Newman clustering algorithm to 

group associated Tweets in the corpus (Newman modularity: pre-COVID-19: 0.420, 

during COVID-19: 0.523). Next, we compared emotional valence scores of Tweets from 

before (through the end of 2019) and after the beginning of the COVID-19 pandemic 

(2020-). Lastly, experts in dementia caregiving studies reviewed detected topics. The 

larger study was approved by the Institutional Review Board (IRB). Resources including 

analytic Python codes and de-identified data are available on GitHub and OSF.io 

(https://osf.io/qruf3). 

3. Results 

A total of 58 topics were detected in the English Tweet corpus (n= 58,094), including 27 

topics from 2019, prior to the emergence of COVID-19, and 31 in 2020 during the 

COVID-19 pandemic. The prevalence of topics related to caregiver emotional distress 
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(e.g., depression, helplessness, stigma, loneliness, elder abuse) and caregiver coping (e.g., 

resilience, love, reading books as in bibliotherapy) increased (Figure 1). Conversely, the 

prevalence of common topics related to late-stage dementia caregiving, such as nursing 

home placement, hospice, or palliative care, decreased during the pandemic (figure 1). 

The mean emotional valence score significantly decreased from 1.18 (SD 1.57) to 0.86 

(SD 1.57) after the beginning of the COVID-19 pandemic in 2020 (difference -0.32 CI: 

-0.35, -0.29) (figure 2). 

 

Figure 1. Changes in topic prevalence in English Tweets mentioning dementia caregiving in 2019 (before 

COVID-19) and 2020 (during the COVID-19 pandemic). 

Figure 2. Weekly average emotional valence score of dementia caregiving English Tweets in 2019 (before 

COVID-19) and 2020 (during the COVID-19 pandemic). 

4. Discussion and Conclusions 

This study explored the changes in topics and emotional valence scores of English 

Tweets mentioning dementia caregiving before and during the COVID-19 pandemic. 

Consistent with the findings from other qualitative studies [1,2] regarding caregiving 

burdens among family caregivers in the U.K. and Canada, we found increased prevalence 

of family caregiver emotional distress such as depression, helplessness, and loneliness in 
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Tweets mentioning dementia caregiving during COVID-19 pandemic. In the meantime, 

we also found an increased prevalence of coping strategies and resilience topics in 

Tweets mentioning dementia caregiving. Historically it is not new to observe mentions 

of the specific coping strategy of reading books containing caregiving-related stories and 

poems to alleviate emotional distress, conflicts, and tensions in Tweets that circulate 

among dementia caregivers. Nevertheless, it was new to observe the actual terms of 

“resilience” and “cope,” rather than their proxy terms (e.g., reading caregiving stories) 

in Tweets mentioning dementia caregiving during the pandemic. Consistent with a recent 

qualitative study emphasizing the role of external encouragement and social support such 

as from the health system (e.g., a nurse or a social worker in the health system 

communicates with caregivers and provides support) during the stress of the pandemic 

[1], this study suggests that communities and organizations on Twitter have been 

spontaneously taking an active role to promote resilience and coping among dementia 

caregivers. Moreover, it is remarkable to find new topics on positive coping strategies 

and resilience (e.g., encouraging love, well-being, and improving spiritual health) in 

Tweets mentioning dementia caregiving. As considerable evidence has continuously 

shown the effectiveness of off-line spiritual support for family caregivers for dementia 

patients since 1985 [4], our finding adds to the knowledge that online social media has 

the potential to be a platform to promote positive coping strategies and resilience (e.g., 

love, spiritual support, well-being) at the societal and system level, rather than providing 

individual-level decision support for late-stage dementia caregiving, such as nursing 

home placement, hospice, or palliative care, as we found their prevalence decreased over 

the period considered in this study. In conclusion, the application of topic modeling and 

sentiment analysis to streaming social media provides caregiving topics and sentiments 

to understand emotional distress before and during the COVID-19 pandemic as a 

foundation for developing future Twitter-based interventions for Hispanic and African 

American dementia caregivers. 
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Abstract. Since December 2019 and the first reported cases of COVID-19 in Wuhan, China, there have been 

199,466,211 confirmed cases of COVID-19 in the World. The WHO defined vaccination hesitancy as one of 
the top ten threats to global health in 2019. Our objective was thus to identify topics and trends about COVID-

19 vaccines from French web forums to understand the perception of the French population on these vaccines 

before the vaccination campaign started. We performed a topic model analysis on 485 web forums’ posts. 10 
topics were found. We reviewed 120 posts from 6 of these 10 topics. One topic was about vaccine hesitancy, 

refusal, and mistrust, and two topics were related to what the users think about the government, the political 

and economic choices made towards this epidemic. 

Keywords. Pharmacovigilance, Social Media, Internet, Forum, Side effects, COVID-19 vaccines 

1. Introduction 

Since December 2019 and the first reported cases of COVID-19 in Wuhan, China, there 

have been 199,466,211 confirmed cases of COVID-19 in the World including 4,244,541 

deaths according to the World Health Organization (WHO) [1]. Vaccines have been 

developed, and now a total of 3,984,374,918 vaccine doses have been administrated [1]. 

However, vaccine hesitancy is a hot topic that should be taken into consideration by 

vaccination campaigns, especially in France [2]. The WHO defined vaccination 

hesitancy as one of the top ten threats to global health in 2019 [3]. 

Social media are potentially interesting to investigate such hesitancy, and any 

information may be useful to health authorities to promote vaccine use, adherence, and 

confidence. Moreover, as the web 2.0 can affect the decision about getting vaccinated 

[4], exploring personal experiences and opinions from social media users is desirable to 

measure how such media may modify the perception of the population. Our objective 

was thus to identify topics and trends about COVID-19 vaccines from French web 

forums to understand the perception of the French population on these vaccines before 

the vaccination campaign started. 
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2. Material and Methods 

2.1.  Material 

We used the open-source tool Vigi4Med Scraper [5] to extract posts from web forums. 

The study period was from 1st February 2020 to 31st January 2021, before the vaccination 

campaign in France which started in February 2021. 

2.2.  Method 

The preliminary data processing to reduce noise and incoherence [6] and the 

identification of COVID-19 vaccine related posts were done in 7 steps: 

� Conversion to lower case: the text of all posts was converted to lower case 

text as R software (The R Project for Statistical Computing, Vienna) 

discriminates between lowercase and uppercase words. 

� Identification of COVID vaccines related posts: These posts were selected 

according to the following decision rule: 

o The post contained the words coronavirus or COVID 

o The post contained the word vaccine, or any word related to COVID 

vaccines such as BioNTech, Cominarty, Pfizer, Johnson & Johnson, 

Moderna, AstraZeneca, Vaxzevria or Covishield. Spelling variations were 

tolerated. 

� Punctuation and stop words removal 

� Removal of certain identified words specific to web forums (e.g., users names) 

� Removal of posts dealing about influenza 

� Removal of overrepresented tokens that appear in more than 95% of the posts 

and in half of the posts or more and rare tokens that are present in less than 5% 

of the posts, less than 2 times and less than 5 posts. Words used to build the 

corpus (eg, covid) were thus removed as they were systematically present in all 

posts and did not carry any useful information. 

� Multiple whitespace characters were collapsed to a single blank. 

We generated document-term matrix (DTM) from processed users’ posts. This 

matrix shows the frequency of terms that occur in the collection of posts: rows 

correspond to posts, and columns to terms. If a term occurs in a particular post, then the 

matrix entry is 1, if not it is 0. We decided to keep unigrams and bigrams. This made it 

possible to retain frequent contiguous sequences of two items, such as adverse effects 

(AEs). 

We applied topic modeling with Latent Dirichlet Allocation (LDA) algorithm 

developed by Blei et al with the Variational Expectation-Maximization (VEM) algorithm 

[7, 8]. A 10-fold cross-validation was performed, testing the models for each number of 

topics from 2 to 10 topics. First, the data set was split into 10 test data sets (size of 49 

posts) with the remaining data as training data. The number of topics for the final model 

was chosen according to the minimum perplexity in mean obtained by the 10 testing 

models and we initialized the parameter alpha of the final model considering the mean 

of the alphas generated for this number of topics [9]. For topics we found possibly 

relevant, 20 posts with less than 500 words were sampled for a manual review. 
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The motivation of the use of this method is that it answers our objective of 

identifying topics from users’ posts. Indeed, when users write a post, they refer to a 

certain number of topics using words with a certain probability from the set of terms that 

correspond to that topic. Thus, each message contains several topics among all the 

identified topics, and the probability distribution shows how prominent the identified 

topics are in this message. 

All statistical analyses were performed with the R language and environment for 

statistical computing and graphics [10] using the tm, textmineR and topicmodels 

packages [9, 11, 12]. 

3. Results 

Among the 66 176 posts from 1st February 2020 to 31st January 2021, 704 were 

identified as concerning COVID-19 vaccines. 211 were excluded as they also referred to 

influenza, and 8 were excluded after data-management (removal of all the terms in the 

post). A total of 485 posts were included in the study. 

After generating the DTM, we performed the 10-fold cross-validation. The 

perplexity we obtained is described in Figure 1. 

 

Figure 1. Perplexity according to the number of topics used 

For the final model, we determined the number of topics to 10, and alpha was 

estimated as the mean of the 10 VEM test models for 10 topics. 

After analyzing the most related words to each topic, we decided to manually review 

posts from topics 3, 4, 5 and 6 which seemed to be the most meaningful for our research. 

Table 1 gives the summary of this analysis. 

Table 1. Main themes found for each of the studied topics generated 

Topic Main themes 
3 Government-big pharma connivance; vaccination campaign and when it will start; children 

vaccination; health pass; chloroquine 
4 Epidemic in Europe (beginning); vaccine research; vaccine refusal, hesitation and mistrust; civic 

responsibility 

5 Chloroquine; hope for a vaccine, vaccine; Remdesivir; bored with politicians, Chloroquine AE; 
economic issues 

6 Childbirth and COVID; how long before a vaccine?; COVID and children; collective immunity; 

conspiracy 

0
2E+09
4E+09
6E+09
8E+09

0 2 4 6 8 10 12
Number of Topics

Perplexity of the test data

P. Karapetiantz et al. / Identification of COVID-19 Vaccines Concerns in Web Forums176



4. Discussion 

We identified 10 main topics. We reviewed 120 posts from 6 of these 10 topics. In future 

analysis, posts from topic 4 should be the object of a deeper manual analysis to learn 

more about vaccine hesitancy, refusal, and mistrust. Topics 3 and 5 could be explored to 

know more about what the users think about the government, the political and economic 

choices made towards this epidemic. 

Our study had some limitations. As social media users may invent neologisms, we 

plan to reduce noise by selecting only words that are part of the French language, but 

there is a risk of losing potentially interesting information. Stemming was tried during 

this study, but results were difficult to interpret. Thus, lemmatization should be 

privileged. Finally, Dynamic Topic Models should also be explored with this kind of 

data to evaluate how topics may evolve. 
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Abstract. This paper shows that the MDA framework can be helpful for designing 
and implementing FAIR principles. We reached this conclusion based on a focus 

group interview with six experts, during which we focused on the three MDA 

components: mechanics, dynamics and aesthetics. 

Keywords. Design, Implementation 

1. Introduction 

FAIR (Findability, Accessibility, Interoperability, and Reusability) principles were 

published in 2016 [1] and have been used ever since. In this paper, we explore whether 

the MDA (Mechanics, Dynamics, and Aesthetics) framework, a tool used to analyze 

games during the design phase [2], can be used to design and implement FAIR principles. 

2. Method 

We conducted a focus group interview with three experts in database development and 

information architecture, and three professors of health information technology. During 

online semi-structured interviews, we asked one question: Is it possible to use MDA 
components to implement FAIR principles? The interview lasted four hours. Then we 

analyzed the expert comments using narrative analyses. 

3. Result & Discussion 

The MDA framework consists of three design components: mechanics, dynamics, and 

aesthetics. From the interviews, it follows that mechanics can be used to determine 

features and rules that can be applied in certain situations when implementing FAIR. 
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Dynamics can be viewed in terms of how users navigate to a certain location; dynamics 

can also be extended by looking at users’ behavior during their activities. Aesthetics refer 

to user interface design and user experience; in implementing FAIR, aesthetics are 

related to visual appearance. Visual design comprises all aspects relevant to the design 

theme, such as font face and size, color combinations, layout, images, charts, graphics, 

animation and videos. 

The MDA framework formalizes the use of games by breaking them down into their 

distinct components and establishing their design counterparts. Due to the MDA 

components and their use in the design and implementation of FAIR, FAIR platforms 

can be more applicable and accessible. Widely used [1], FAIR principles have been 

tested in a variety of fields [3]. The MDA framework has been introduced in numerous 

studies as an appealing approach to website implementation [4], design and development 

of mobile health applications [5], and software development [6]. This shows that, 

because of the flexibility of the MDA framework, it can be used in various scenarios. 

Originally, the framework was used to design games; since games are considered as more 

attractive to users than other media [7], MDA can increase the level of user engagement 

in implementing FAIR principles. 

A limitation of the study was the small number of specialists interviewed. However, 

in addition to their expertise, they offered a significant amount of time and involvement 

during the interviews. We believe that our results offer a starting point for further 

research on the practical aspects of applying MDA to design and implementation of 

FAIR principles; such research should include more experts and provide more detailed 

questions. 

4. Conclusions 

The study shows that the MDA framework can assist in designing and implementing 

FAIR principles. 
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Abstract. The present study is conducted to determine the status of e-learning, 

student satisfaction and the relationship between these two variables in Zahedan 
University of Medical Sciences (ZAUMS). According to a descriptive study, there 

was just a significant difference between the mean score of e-Learning experience 

and student satisfaction, and a positive correlation between the education level and 
student satisfaction. Also, there was  a positive correlation between all variables of 

e-learning and student satisfaction The findings showed that the more capable 

learners were outcome of  better educational content, stronger e-learning 
infrastructure, better support and assessment of e-learning quality, which ,in turn, 

resulted in the greater the students' satisfaction. As a result, the experiences from the 

evaluation of e-learning in the Covid-19 pandemic period may be regarded a good 
guide in improving the course during the Covid-19 pandemic, and also it can be 

considered a key factor in providing educations in the post-Covid-19 period. 

Keywords. E-Learning, Satisfaction, Student, Covid-19 pandemic,  

1. Introduction 

With the outbreak of the cCovid-19 pandemic and the resulting restrictive measures such 

as quarantine and social distance, many people worldwide were forced to change their 

lifestyles and use online platforms for education, entertainment and work [1]. Before the 

Covid-19 pandemic outbreak, e-learning had been growing at a rate of 15.4% per year in 

educational institutions around the world without pressure from institutions or learners, 

followed with a dramatic boom with the occurrence of the Covid-19 pandemic [2].  

Allegedly, Student attitude evaluation is one of the important methods of evaluation 

in the educational system [3]. A survey of students' views around the world about virtual 
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education offered during the Covid-19 pandemic reveals two general views: The first 

group of students who have a positive attitude refer to easy access to educational 

resources at any time and any place, maximum coverage of education for a wide range 

of audience and more freedom to communicate with professors [3, 4]. However, those 

who had a negative attitude towards the virtual education point to their unwillingness to 

use, insufficient infrastructure and technology constraints, managerial and technical 

support, access problems such as Internet connection, mobile phone, and laptop 

ownership and usage costs as their most important challenges in using e-learning [5-7].  

Hence, owing to the complexity of e-learning structure and evaluating e-learning, 

there is a need to consider students' perspectives and other components related to e-

learning structure at Zahedan University of Medical Sciences where all educational 

courses were offered through virtual education. Therefore, the purpose of this study was 

to determine the status (according 5 variable in present research) of virtual education, 

student satisfaction, and the relationship between these two variables. 

2. Methods 

The present study was a descriptive cross-sectional study in nature conducted at Zahedan 

University of Medical Sciences in 2021. Based on a simple random sampling method, 

325 people were selected (Total number=2150) of whom 300 participated in the study. 

The research tool was a mixed questionnaire adapted from previous research and 

included three general sections [8]. The first part covered the demographic information 

of the respondents. The second part consisted of 33 questions about the status of e-

learning and included 5 dimensions of individual characteristics of the learner, 

educational content, infrastructure, support, and assessment. The third section 

encompassed 19 questions related to students' satisfaction with e-learning and consisted 

of five Likert scales from strongly agree to strongly disagree. The questionnaire was 

designed online and shared on educational platforms for students. 

Descriptive and analytical statistical methods were used to analyze the data. 

Therefore, ANOVA and Pearson correlation tests were used to analyze the mean score 

and correlation between demographic variables and satisfaction, .Also, Pearson 

correlation test was used to analyze the correlation between the variables of e-learning 

status and students' satisfaction. 

3. Results 

Based on the findings, most of the participants were women (87.7%). The highest mean 

age was 25 to 35 years. Also, 11.3% of the participants were students of health 

information technology. 74.7% of the participants had used the virtual education system 

for less than a year. Most people had a bachelor's degree (81.3%). (Table 1). According 

to the comparison tests of the means, there was just a significant difference between the 

mean of e-Learning experience and student satisfaction (P-value = 0.027, T-score=2.56). 
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Table1. Frequency of demographic variables and statistical.  

Variable Variable Category Frequency 
(%) 

Test P-Value 
(T-score) 

Education Field Health Information Technology 34(11.3) ANOVA 
 

0.950(0.93) 
Radiology 32(10.7) 

Nursing 27(9) 

Midwifery 18(6) 
Anesthesia 23(7.7) 

Medicine 22(7.3) 

Environmental Health 27(9) 

 Nutrition 10(3.3)   

Physiotherapy 15(5) 

Laboratory Sciences 26(8.7) 
Professional Health 14(4.7) 

Audiology 3(1) 

Optometry 9(3) 
Speech Therapy 7(2.3) 

E-Learning 
Experience 

<1 224(74.7) ANOVA 0.027(2.56) 

1-3 62(20.7) 
>3 14(4.7) 

Education Level B.S 252(84) ANOVA 0.267(1.01) 

M.S 26(8.7) 

M.D 22(7.3) 

 

Based on the results of Pearson correlation test; There was just a positive correlation 

between the education level and student satisfaction (p = 0.049, N = 300, r = 0.398), 

implying that the higher the level of education of students, the more satisfaction they 

show with virtual education. To evaluate the status of e-learning, five variables of learner 

individual characteristics, educational content, infrastructure, support, and assessment 

were used. To determine the relationship between these variables and student 

satisfaction, the Pearson correlation test was used. The results showed that there was a 

positive correlation between all variables and student satisfaction, the more capable 

learners, better educational content, stronger e-learning infrastructure, better support and 

assessment of e-learning quality, the greater the students' satisfaction. (Table 2). 

 

Table2. Correlation between variables and students’ satisfaction. 

Variable Students Satisfaction 

N Pearson correlation Sig.(2-tailed) 
Learner Individual Characteristics 300 0.508 0.000 

Educational Content 300 0.445 0.000 

Infrastructure 300 0.509 0.000 

Support 300 0.517 0.000 

Evaluation 300 0.569 0.000 

4. Discussion  

The results of the present study showed that there was no significant difference between 

the mean of variables such as level of education, and level of student satisfaction. Diab's 

and Shahzad's study showed that a significant difference between the gender variable 

and the attitude towards virtual education during the Covid-19 pandemic [5, 9]. In the 

present study, there was a significant difference between the average experience of using 

the e-learning system and the level of satisfaction. However, these two variables did not 
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correlate and in contrast, there was a direct and positive correlation between education 

level and satisfaction, which was consistent with the results of Diab`s research [5]. 

Students at ZAUMS were satisfied with the virtual education (Mean=99.10, 

Std.Dev=16.54) which was offered during the Covid-19 pandemic. They also considered 

virtual education as favorable and satisfactory. Two factors-i-e- ease of use and 

usefulness of working with the system, - were effective in students' intention to use 

virtual education [9]. Therefore, the development of e-learning based on easy and useful 

tools can be considered as one of the effective strategies of e-learning planners at 

universities [10]. In conclusion, the results of the present study showed that a set of 

factors involved in students' satisfaction such as learner ability, infrastructure, support, 

educational content, .As a result ,evaluation can assess the status of virtual education and 

can serve as a model in future research. Accordingly, more attention should be paid to 

educational content and infrastructure improvement in software and hardware, support 

the virtual program by top management, e-learning programs evaluation. Using the 

results of this study and considering the effective factors, health informatics specialists 

will have a valuable consulting role in designing better e-courses as well as tools related 

to content production and evaluation. To sum up, experiences from the evaluation of e-

learning in the Covid-19 pandemic period, may act as a good guide in improving the 

course during the Covid-19 pandemic, and in the post-Covid-19 period. 
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Abstract. The COVID-19 pandemic brought into the spotlight the technological 
needs of carers together with accessibility and availability of disease-related web-

based services. Athens Alzheimer Association undertook the cultural adaptation of 

the platform iSupport in Greece. The process included multiple methodological 
steps based on Ecological Validity Model, and the platform was pilot tested to 15 

carers of people with dementia. The duration of this project lasted for one year 

(April 2020-March 2021). Today more than 160 carers in Greece have registered 
on the platform. All 23 lessons are easily accessible by the isupportdementia-

greece website.  

Keywords. carers, dementia, eHealth, eLearning 

1. Introduction 

Carers make multiple decisions every day for themselves and the person with Dementia 

(PwD). The complexity of carers’ needs depends on the type, stage of the disease, 

carers’ knowledge, skills and attitudes towards caregiving and available health services 

and social network. Carers’ reported needs according to the Nuffield Council of 

Bioethics were financial and social support, access to counselling, preservation of 

identity, establishing a partnership with the patient and health professionals and the 

access to confidential information for the cared-for person [1]. 

The COVID-19 pandemic has strongly influenced the needs of carers and the 

PwD. In a survey of 204 carers living in Greece during the lockdown in Spring 2020, 

the family burden has increased due to limited health service provision and access [2]. 

Web-based services improved carers’ well-being, quality of life, alleviate the burden, 

increase social networking, and are cost-saving [3,4]. A higher level of eHealth literacy 

among carers is associated with higher self-efficacy in managing behavioural disorders 

[5]. In Greece, there is a lack of eLearning platforms for carers of people with dementia. 

The present study aimed to culturally adapt the World Health Organization iSUPPORT 
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platform in the Greek language to support the carers with the provision of a tailor-made 

eLearning course during the period of lockdown in Greece. In this paper, we present 

the adaptation methodology and focus on the pilot-test of the platform.    

2. Methods 

2.1. The iSUPPORT platform and the cultural adaptation phases 

The WHO developed an eLearning platform for carers of people with dementia in 2019 

which was updated during the pandemic. The platform included five modules with 23 

lessons in total: module 1-Introduction of dementia (lesson one), module 2-Being a 

caregiver (four lessons), module 3-Caring for me (three lessons), module 4-Providing 

everyday care (five lessons), module 5- Dealing with cognitive, psychological, and 

behavioural challenges (ten lessons). Athens Alzheimer association was granted by the 

WHO the access to adapt the platform in the Greek language culturally. 

The methodology followed was based on the Ecological Validity Model [6], focusing 

on the adaptation of the content (language used, persons, context, names, concepts) and 

on the cultural adaptation process used by Teles et al [7] for the Portuguese adaptation.  

A survey was organized to identify the training needs of carers in Greece. The 

modules were officially translated (May to June 2020), the research team checked the 

final translated deliverable and made minor changes. The contents were also evaluated 

by an expert panel of six experts working in dementia and a small group of four carers. 

The six experts worked in parallel and met in person to reach a consensus. After 

integrating experts’ and carers comments, all changes were reported to WHO. At the 

same time, the application programming interface (API) was being developed, and the 

platform was customized by the contracted organization, using AngularJS, TypeScript 

and MongoDB. The IT representatives participated as part of the expert panel in all 

meetings (Figure 1). 

The cultural adaptation lasted for 12 months (from April 2020 to March 2021). 

 

1. Descriptive study of carers’ web-based need 

2. Official translation of the iSupport Modules  

3. Translation check by the research team 

4. Evaluation by an expert panel  

5. Evaluation by a group of carers  

6. Fidelity check by the organisation  

7. Final adaptation of the contents  

8. API development & platform customization 

9. Pilot test of the iSupport platform 

10. Expert meeting to discuss results and feedback by carers 

11. Update of the iSupport Platform 

Figure 1. Methodological process of the cultural adaptation. 

2.2. Piloting methodology 

The piloting methodology followed a qualitative design with four phases: 1) the 

platform was presented by the research team to a group of 15 carers (pre-assessment 
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phase) 2) the carers registered in the platform and used the platform according to their 

needs for one month (January 2021), 3) Two carers’ online focus groups were 

organized after the end of one month (post-assessment phase). The online focus group 

meetings were recorded, and two researchers transcribed and analysed the discussions. 

All carers who participated in the focus groups received a questionnaire guide in the 

pre-assessment phase, 4) a consensus meeting among the experts was held to finalize 

the platform. 

2.3. Pilot-test participants 

A convenience sample of 15 carers participated in the pre-assessment phase; 94% 

(N=14/15) women, with a mean age of 50 years old, 60% (N=9/15) children caring for 

their parents most of them highly educated (tertiary education 67%, N= 10/15). They 

had attended services of the dementia center previously. 

Two online focus groups were organized for the post-assessment. Of the 16 carers, 

8 (50%) agreed to participate in the discussions. The reason for drop-out for most 

carers was the lack of time due to the Holiday season (Christmas Period).  

2.4. Ethics 

The Scientific Board approved the study of the Athens Alzheimer Association. Carers 

were informed about the aims of the study and provided their written consent. 

Researchers supported carers during the pilot-phase by email and telephone if carers 

had queries with regards to the platform.  

3. Results 

3.1. Experts and carers comments on the original translation 

During the evaluation of the contents by the expert panel and the group of carers, the 

core issues raised concerned: words and expressions, the clarity and the precision of the 

concepts and the scenarios, titles in Greek, available resources, and cultural adaptation 

of habits within the scenarios.  

The group of carers mostly commented on the scenarios. In total, there were 60 

scenarios in all 23 sections.  Carers required more Greek related information on the 

resources, more in-depth information for the severe stages of dementia and more 

scenarios in some behavioural disorders. 

 

3.2. Focus group results 

Four core themes emerged from the discussion content analysis: 

� Face to face interaction and sensory problems. Carers admitted that they 

did not always prefer online reading, and they preferred face-to-face 

interaction. They felt tired reading on the screen. They would prefer a 

downloadable option 
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� Interactive aspects of the platform. They preferred an interactive version of 

the platform with videos and a forum where they would receive feedback 

from health professionals.   

� Navigation issues. Carers suggested navigation changes to improve the user-

friendliness of the platform. 

� Cultural adapted content. New content was suggested to be included; a 

section for the communication with the paid carer, health services in Greece, 

legal and financial issues, how to treat severe dementia 

4. Discussion 

The iSupport Dementia for Greece was officially launched in March 2021 on the Greek 

Carers’ Day (https://isupportdementia-greece.gr). Experts, carers and IT developers 

participated from the beginning of the adaptation process. Most of the proposed 

modifications have been considered providing a user-friendly platform easily 

accessible by a basic internet user. Before the pandemic one in two carers used 

eLearning services even if there was a lack of dementia-specific courses [8]. During the 

pandemic, iSupport eLearning course is considered a valuable tool for carers and 

healthcare professionals. Future research could assess the impact of the iSupport 

platform on caregiving variables, digital and eHealth literacy skills. 
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Abstract. Communication deficits belong to the most frequent errors in patient 
handovers calling upon specialized training approaches to be implemented. This 

study aims to harness problem-based learning (PBL) methods in handover education 

and evaluated the learning process. A digitally enabled PBL course was developed 
and implemented at Klinikum Osnabrück from which eight nurses participated in 

the course. They agreed on the stimulating effect of the setting regarding self-

directed learning and on the potential to translate the new knowledge and skills into 
the daily clinical practice. In conclusion, the findings are promising that a digitally 

enabled PBL course is a suitable learning format for handover education. 

Keywords. Education, nursing, handover, problem-based learning, online course 

1. Introduction 

Patient handovers and handoffs require a timely and proper transmission of nursing and 

medical information from the out-going to the incoming shift. Without such information 

transfer, patient safety is jeopardized [1]. Communication deficits belong to the most 

frequent errors that account to up to 80% of the critical incidents [2,3]. While it is known 

that handover trainings [4] can mitigate this situation, there is still a lack of appropriate 

opportunities during undergraduate, postgraduate and continuing education [5]. Students 

benefit from learning handovers that includes active elements such as role playing, 

simulation [5], real-world scenarios [6] or case-based learning [7]. 

One of the most well-known pedagogical methods for activating the learners is 

problem-based learning (PBL). Employing realistic case descriptions, so called case 

vignettes, it is a method that highlights the access to acquiring practically relevant 

knowledge and skills [8]. In the ideal case, PBL should enable the learners to take over 

the responsibility for the learning process [9]. PBL has been augmented towards its 

application in electronic learning environments in the last decade [10].  

Despite its activating character, the realistic scenarios it relates to and its dedicated 

focus on working in teams, PBL has not been applied for teaching handovers or hand-
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offs so far. It therefore seems worthwhile to harness PBL in handover trainings in 

particular for continuing education and evaluate the learning process. As training adults 

often is supported by digital elements or is entirely performed online, digitally enabled 

PBL should be the method of choice to be tested. The aim of this study, therefore, was 

to describe the development and the evaluation of a handover course in continuing 

education using the digitally enabled PBL approach. The research questions are as 

follows: 1) To what extent was this course suitable to foster active learning? 2) Did the 

course elements refer to clinically relevant situations and to what extent did the course 

help to transfer the new knowledge into practice? 

2. Methods 

The course development including the one of the case vignette was based on prior own 

work that helped to identify communication errors as the primary critical safety issue in 

patient handover via a CIRS analysis [11]. The case vignette thus reflected a face-to-face 

patient handover between two nursing shifts with typical communication deficits.  

The overall learning objective of the course was that, upon completion of the course, 

participants will have knowledge and communication skills that will enable them to 

ensure information continuity in patient handovers.  Hereby, the aim is to improve patient 

safety proactively identifying and avoiding potential harm. The course was structured 

into three phases following the 7 steps of PBL (Fig. 1).  

 

Figure 1. Course timeline 

All in all, it took 10 hours and included two synchronous online sessions together 

with two tutors (phase 1 and 3) and one asynchronous self-study phase (phase 2). The 

online sessions were realized via Zoom and were recorded, the course content was 

published via the learning management platform Moodle. During the first online phase 

the students had to work on the definition of the problems in the case vignette, the 

collection and systematic compilation of ideas and solutions, and the identification of the 

learning objectives. The results of the group were documented on the digital pin wall 

Padlet®. The course material for the self-study phase (phase 2) consisted of texts, 

graphics, videos, tests and quizzes as well as assignments to reflect the topics patient 

safety, high reliability organisations, patient handovers, communication, structuring the 

handover information and electronic systems to support handovers. During this phase, 

students worked on their own. The second online session was used to report back to the 

group and present solutions to the problems. 

The course was held at Klinikum Osnabrück, a 768 beds municipal hospital, 

involving 8 registered nurses in leading positions (6 females, 2 males, one person was 

g p ( g )
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younger than 30 years, three between 30 and 44 years and three persons older than 44). 

It took place between August 26th and September 16th, 2020 allowing three weeks for 

the self-study phase. The learning process was evaluated in a pre-post design, whereby 

the pre-questionnaire addressed amongst others previous experience, and prior 

knowledge. The post-questionnaire consisted of questions concerning the learning 

experience in the PBL course and the translation of the knowledge into practice. Some 

of the questions were identical to allow for a before-after comparison. 

3. Results 

The analysis of the pre-questionnaire indicated that there was a wide variety of prior 

experience regarding eLearning, case vignettes and PBL from “not at all” to “a large 

extent”. The course participants had either none or experience “to a medium extent” with 

learning management platforms. The analysis of the post-questionnaire revealed that the 

participants agreed either “rather” or “fully” to statements concerning the relevance of 

the case vignette, the stimulating effect of the learning setting regarding self-study and 

obtaining multiple perspectives (Fig. 2).  
 

 

Figure 2. Evaluation of the problem-based learning setting (post-questionnaire) (n=4) 

Alike, the participants concurred with the statements about the translation of the new 

knowledge gained in this course into the daily clinical practice (Fig. 3). Due to 

organizational problems not all course participants submitted the questionnaires. 

However, all participants gave feedback stating that the use of the learning platform was 

easy and helpful as was expressed by one of the persons “The course structure was very 

intuitive. It was very useful for me to watch the recordings of the online sessions.” Also, 

all participants agreed that taking this course was compatible with their work. 

4. Discussion 

The present study demonstrated the feasibility and usefulness of a digitally enabled PBL 

course in continuing education. Despite the heterogeneity of the prior experience in 

eLearning, it was generally agreed that using the electronic learning environment was 

easy and provided added value. In accordance with the literature [8], the PBL course 

activated the students to engage in self-directed learning. Due to the perceived practical 
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relevance of the case vignette, the students expected the new knowledge and skills to be 

sustainable and transferable into practice.  

 

 

Figure 3. Evaluation of translation of knowledge into practice (post-questionnaire) (n=4) 

The interpretation of the findings suffers from the fact that not all participants took 

part in the post-questionnaire. However, the final feedback including all participants 

yielded a positive impression. In conclusion, the findings are promising that a digitally 

enabled PBL course is a suitable learning format in continuing education and for training 

handovers particularly. Additional implementations of the course would be useful for 

further improvement and development of the course.  
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Abstract. In pursuit of equitable access to emergency-related knowledge, the World 

Health Organization (WHO) translates COVID-19 and other infectious disease 

courses into multiple languages on its open-access online learning platform 
OpenWHO.org. Languages spoken by vulnerable or underserved populations in 

low- and middle-income countries and in outbreak-prone and affected areas are 

prioritized. Accessing learning in preferred languages enhances uptake and 
comprehension. In this study, we assess and compare the initial enrollment levels 

and global reach of these multilingual courses. On average, OpenWHO’s 38 

COVID-19 courses have each been translated into 4.8 languages. The platform hosts 
courses in 55 different languages with 10.4 million words translated. The findings 

identify which available languages were most utilized for COVID-19 learning to 

inform course production and outreach strategies. Languages were used differently 
across geographic regions, calling for localized learning offerings. A streamlined 

multilingual publishing scheme, ensuring quick and effective delivery of diverse 

languages, is critical to achieving greater equity of access to knowledge.  

 
Keywords. OpenWHO, multilingual, online learning, COVID-19 pandemic 

1. Introduction 

OpenWHO.org is an open-access, low-bandwidth online learning platform created by 

the World Health Organization’s Health Emergencies Programme (WHE) in 2017 to 

democratize global access to trusted public health knowledge. The platform is designed 

to support preparedness and response to outbreaks [1]. OpenWHO has delivered critical 

learning content during the pandemic and ensured broader equity through courses in 55 

languages, including the official languages of every WHO region, the 15 most-spoken 

languages worldwide, 14 African languages and the official languages of 42 out of 46 of 

the least-developed countries.  

WHE has been producing materials for emergencies since the West Africa Ebola 

outbreak. The solutions and services put into practice include local language translation 

capacity, unlimited online dissemination to the front lines of emergencies through a 

dedicated low-bandwidth platform, and a process to turn evidence-based, emergency 

guidelines into knowledge resources for responders. The World Health Assembly (2019) 

was convinced of the importance of respecting the diversity of cultures and the plurality 
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of international languages. This was echoed in the United Nations Joint Inspection Unit 

report on multilingualism (2020) [2]. 

Comprehension can be greatly improved when using the appropriate languages and 

formats [3]. Learning in one’s preferred language enhances learning effectiveness [4]. 

This is particularly true for fast-changing epidemic and outbreak contexts, as well as in 

humanitarian settings with multiple health concerns for affected populations [5].  

This paper presents the multilingual approach pioneered by WHO’s OpenWHO.org 

learning platform for health emergencies and the COVID-19 pandemic. It examines 

which languages are most utilized for COVID-19 learning and language use patterns by 

geographic region to inform and strengthen the platform’s approach. 

2. Methods 

Data were extracted from the built-in OpenWHO.org reporting system and a descriptive 

analysis was conducted to assess early course traction by language and geographic spread 

from 26 January 2020 to 26 August 2021. OpenWHO user metrics included self-reported 

data on location, gender, language, age and affiliation of users, which may be utilized 

for research under the platform terms of use. As this study was deemed ‘non-invasive’, 

ethical clearance was not required. 

Platform and course-based data were integrated to depict global and local use of 

COVID-19 courses by language. Course registrations were segregated by language used 

to access the course and by geographic location mapped according to WHO region. The 

first four weeks of course availability were targeted to establish a comparable baseline, 

as course topics and language versions are published at different times. To account for 

variations in language availability per course topic, each language’s total enrollment 

count was divided by the number of topics available in that language.     

3. Results 

Multilingualism in OpenWHO's large-scale online production strategy has resulted in 

more than 5.6 million course enrollments driven largely by 38 COVID-19 courses, with 

2.9 million certificates awarded for course completion or achievement. Courses are 

available in 55 languages, with a total of 10.4 million words translated thus far, hosted 

across 113 course topics. On average, OpenWHO’s COVID-19 courses have each been 

translated into 4.8 languages, with the Introduction to COVID-19 course available in 44 

languages and the Infection Prevention and Control course in 24 languages. 

The top languages by enrollment are English (76.2%), Spanish (13.0%), French 

(3.1%), Arabic (1.5%), Portuguese (1.5%), Indian sign language (1.0%), Hindi (0.7%), 

Indonesian (0.6%), Russian (0.5%) and Italian (0.4%). All other languages combined 

constitute 1.5% of use.  

English language course use varies significantly by WHO region. The WHO Region 

of the Americas is characterized by Spanish (48.0%), English (46.7%) and Portuguese 

(2.8%) use. Enrollments in the English learning resources for other WHO regions are as 

follows: European (69.2%), Eastern Mediterranean (84.1%), South-East Asia (88.2%), 

African (90.6%) and Western Pacific (94.6%). Spanish is the second most popular 

language among OpenWHO learners, with 14.5% of all enrollments in Spanish-language 

courses. 
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Average enrollments per course by language in the first four weeks following course 

launch are shown in Table 1.  

 

Table 1. Top languages by first four-week average enrollments per COVID-19 course. 

Languages Enrollments Languages Enrollments 
English 26327 Chinese 783 

Spanish 12628 Bengali 661 
French 7510 Turkish 503 

Portuguese 3878 Serbian 417 

Arabic 2052 Japanese 380 
Indian Sign 1877 Persian 359 

Hindi 1862 Urdu 352 

Indonesian 1667 Hungarian 328 
Russian 1151 Oriya 277 

Italian 878 German 269 

4. Discussion 

The OpenWHO platform ramped up learning production for the pandemic, deploying 

record-setting crowdsourcing power in its efforts to deliver life-saving knowledge with 

an emphasis on multilingualism to cater to the demands of a massive global audience. 

Examining the initial enrollment surge by language in the first four weeks after course 

launch helps account for the distribution of courses across languages – courses are 

published more often in some languages than others – and variations in course 

publication date, as courses published earlier have more overall enrollments. It also 

highlights the traction of languages such as Indian sign language with notable levels of 

popularity. The importance of national and local language resources far exceeds the use 

percentage in terms of providing equitable access to learning for the most vulnerable and 

contributing to co-ownership. 

The results inform OpenWHO’s multilingual approach by suggesting which 

languages are in highest demand for COVID-19 learning for future course production, 

as well as which languages should be targeted for outreach and promotion to reach 

additional learners. Geographically, the study shows that English courses are used in a 

much lower proportion in the Americas and Europe and at a much higher rate in Africa 

and the Western Pacific This suggests that research into the drivers of these regional 

variations, whether unmet language needs or limited platform reach, could further 

strengthen the multilingual production strategy. Overall, the importance of Spanish 

among learners has implications for learning production and confirms the urgency of 

timely Spanish translation. The popularity of Indian sign language, the seventh most 

popular language on the platform, illustrates the demand for learning resources by special 

needs audiences.  

The scalability of OpenWHO’s response was achieved through a fast-paced 

production system with strengthened commitment to equity of access. This was bolstered 

through local and co-ownership, as WHO country offices, health institutes, individuals 

and other volunteers translated the materials to meet their needs and further adapted them 

for field use in plain language and other localized formats. A multiplier effect has 

occurred with national language materials in particular, as the translated and adapted 

learning resources have been used extensively outside of the platform context. 
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One limitation of the data is that the English version of a course is launched first, 

likely contributing to the higher uptake in the first four weeks as it may be the only 

language version available. This might have led to an unequal distribution of enrollments 

across languages. Nevertheless, the findings testify to the importance of multilingualism 

and inform the translation planning process to support global preparedness and response 

with wider equity in access to trusted public health knowledge. 

5. Conclusion 

WHO’s health emergency online learning platform supports global COVID-19 

preparedness and response while seeking enhanced health literacy through 

multilingualism. The translation production system has successfully scaled up to meet 

the global demand for learning during the pandemic and can be further refined based on 

usage patterns. Additional work is required to study comprehension and assess 

communication preferences across affected and at-risk populations. This area continues 

to evolve to support more efficient and equitable access to a life-saving knowledge 

platform.  
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Abstract. The ability of assessing any type of linguistic complexity of any given 

contents could potentially improve knowledge reproduction, especially tacit 

knowledge which can be expensive during a pandemic. In this paper, we develop a 
simple and crosslinguistic model of complexity which considers formal accounts on 

the study of linguistic systems, but can be easily implemented by non-linguists’ 

groups, e.g., communication experts and policymakers. To test our model, we 
conduct a study on a corpus extracted from the World Health Organization (WHO)'s 

emergency learning platform in 6 languages. Data extracted from open-access 

encyclopaedic entries act as control groups. The results show that the measurements 
adopted signal a trend for a minimization of complexity and can be exploited as 

features for (automatic) text classification.

Keywords. Digital learning; Linguistic complexity; Digital Health; Emergency 

training; Knowledge Reproduction

1. Introduction

Digital technologies revolutionized the way we retrieve information and acquire 

knowledge [1]. The recent COVID-19 pandemic has increased the demand for reliable 

information to help frontline health personnel respond to the outbreak, communities 

better protect themselves, and health policymakers draft new policies to accommodate 

emerging needs [2]. Being capable to apply distance learning became instrumental for 

health workers, who demonstrate different degrees of accessibility to content due to 

multilingual background, especially for non-native speakers. Under such circumstances,

content providers are required to facilitate teaching and/or training activities in the 

context of emergencies, possibly in a variety of languages [3], which could be fairly 

time-consuming and labour intensive. Having the ability to assess the linguistic 
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complexity of any given contents in advance could potentially optimize resources and 

enabling the learning contents to be more readable/accessible [4].

Although indices of readability do exist, they are mainly language-specific (see [5] 

for an overview) and the language-specificity is not efficient to measure such indices

across multiple languages. Moreover, many indices are also very coarse, generally on 

mean length of words and sentences.

Is there a way for us to quantify linguistic complexity from a crosslinguistic 

perspective? How can one observe and interpret trends of complexity, even without 

technical background in formal accounts of linguistics?

In this paper, we aim to discuss a simplified measurement of linguistic complexity 

that takes into account a simple intuition from the study of language in theoretical 

linguistics, psycholinguistics, computational linguistics, yet simultaneously appear to be 

easily implemented by non-linguists’ group e.g., communication experts and 

policymakers.

The primary objective of this paper intends to operate on small-sized corpora, which 

are often under-investigated by the linguistic community, yet reveals critical value for 

under-resourced languages. Iterated from previous studies, we propose a model, an 

improved version from origin discussed and developed in [3] and [4], to minimize 

manual investigation for assessing complexity in health-related context.

We then continue discussing complexity measures in Section 2, and present an

observational study in section 3, by comparing an emergency corpus from 

OpenWHO.org, World Health Organization (WHO)’s emergency learning platform with

similar content from open-access encyclopaedic entries in six languages. In Section 4 we 

discuss and explore directions for further in-depth research, followed by a conclusion.

2. A simple model to measure linguistic complexity.

One of the objectives in theoretical and experimental linguistics is to investigate 

complexity in language comprehension and production, in adult and development 

grammars, and in language pathology (see [6] for an introduction and overview).

In experimental linguistics, different linguistic tasks are created to evaluate whether 

specific linguistic architectures (e.g., specific word orders, specific grammatical 

structures) are harder than others. Various types of measures such as reading (parsing) 

times, neuronal activity or, in specific populations, performances in specific tests (e.g.,

picture/scenario matching, see [7]) are defined for evaluation.

The evaluation results from experimental linguistics confirm a very basic idea 

originated from formal models of language: there are structures (e.g., a specific 

configuration of a sentence which opens to grammatical re-orderings of syntactic 

constituents) that are more complex to be parsed by human mind than others. Many of 

these syntactic re-orderings (e.g., relative clauses, topicalizations, cleft structures), which 

are also complicated for machine learning architectures in deep learning (see [8] for an 

overview), are cued by functional elements.

In Zipf’s distributions [9, 10], functional elements have the tendency to be more 

frequent in corpora than lexical entries. The distribution of functional elements can be 

then detected by measures such as Gini’s coefficient and Shannon H entropy (see 10 [for] 

a detailed discussion). We will not discuss elements Type/Token ratio (TTR), as content-

specific text (e.g., medical information) require also the occurrences of technical terms. 

The role of measurements such as TTR, however, could be investigated in future studies.
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Our main hypothesis is that in less complex texts, functional elements should be 

minimized, leading to an expected lower Gini’s coefficient and higher Shannon entropy 

correlates if a text of the same size and similar TTR is compared.

3. A crosslinguistic study of learning contents from OpenWHO.org

We test our hypothesis on an emergency learning corpus, in which the materials have 

been well studied (see [3] and [4]) and labelled as less complex to other corpora 

(encyclopaedic entries, legal, news and social media) via a manual linguistic analysis on 

a typology of functional elements. All the materials (languages and size of the corpora 

are to be found in Table 1) are extracted from OpenWHO.org [11]. The dataset from the 

test group is extracted from the course Infection Prevention and Control (IPC) for 
COVID-19 Virus (downloaded in May 2020) in six languages: English, French, Italian, 

Polish, Portuguese and Spanish. For the control group, due to the transferring-knowledge 

nature of the dataset (see the discussion in [3]), we collected content from open-

encyclopaedic entries (Wikipedia) on Covid-19 in the relevant six languages.2 To avoid 

bias on the measures (see [10]), we extracted similar number of tokens, guaranteeing a 

readability of the content.

We compiled all the relevant textual contents in a .txt file and uploaded them to

Zipfsexplorer (https://zipfexplorer.herokuapp.com/zipfexplorer, [10]). The online tool 

provides relevant measures discussed in Table 1. 

The results in Table 1 support our hypothesis. All the Shannon’s entropy measures are 

higher, while all the Gini’s coefficients are equal or lower, as predicted by the hypothesis.

Table 1. Languages, Set (Wikipedia, OpenWHO.org), size, TTR (Type/Token ratio), Gini’s coefficient and 
Shannon H entropy for every corpus under investigation (https://zipfexplorer.herokuapp.com/zipfexplorer. 

08/2021). Results in bold confirm our hypothesis.

Language Set Size 
(Tokens)

TTR Gini H

English Wiki 5,621 0.14 0.70 3.34
English OpenWHO 5,087 0.15 0.69 3.36
French Wiki 6,845 0.12 0.76 3.15

French OpenWHO 6,886 0.11 0.74 3.48
Italian Wiki 6,713 0.14 0.73 3.18

Italian OpenWHO 6,646 0.12 0.71 3.56
Polish Wiki 6,076 0.19 0.65 3.08

Polish OpenWHO 5,994 0.18 0.65 3.13
Portuguese Wiki 6,582 0.12 0.73 3.44
Portuguese OpenWHO 6,591 0.12 0.73 3.46

Spanish Wiki 7,960 0.10 0.78 3.36

Spanish OpenWHO 8,042 0.10 0.78 3.44

2 The control group data are extracted from the relevant URLs (last access, August 2021):

English: https://en.wikipedia.org/wiki/COVID-19;
French: https://fr.wikipedia.org/wiki/Maladie_%C3%A0_coronavirus_2019;

Italian: https://it.wikipedia.org/wiki/COVID-19; Polish: https://pl.wikipedia.org/wiki/COVID-19;

Portuguese: https://pt.wikipedia.org/wiki/COVID-19; Spanish https://es.wikipedia.org/wiki/COVID-19.
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4. Conclusions

To conclude, we attempt to evaluate linguistic complexity of digital learning contents 

from OpenWHO.org, WHO’s health emergency learning platform, across multiple 

languages.

We decide to apply an improved model to largely reduce manual investigation and 

provide possibility for non-linguistic experts to independently measure the complexity 

of health information prior to translation and information retrieval for training or 

monitoring purpose. 

Finally, findings in this paper reveal potential possibility of further studies in 

different language families to test the reliability of such hypothesis. If adequately 

demonstrated, such model might be applied and developed as an additional feature for 

automatic text classification or text detection, contributing to a better machine learning 

performance in information retrieval and machine translation.
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User-Based Evaluation of a Data-Driven 
Medical Education Platform
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Abstract. TrainCoMorb is an online data-driven training platform for medical 
students and residents who can practice recognizing comorbidities and their 

attributable risk for negative hospital outcomes. This is a subsequent cross-sectional 

evaluation study designed to examine four dimensions of the platform (navigation,
usefulness, validity, features) and their association with external factors (age, 

experience in simulation systems, opinion about data-driven education). Eighteen 
medical residents participated in a scenario-based evaluation session and completed 

an online survey. The residents evaluated the four composite dimensions with scores 

between 3.77 and 4.15 (5-scale) and thought highly of data-driven medical 
education. Those more familiar with clinical simulation systems, and more positive 

about data-driven education, evaluated the “usefulness”, “validity”, and “features”

dimensions with higher scores. TrainComorb is intended to be a supplementary tool 
for the education of future physicians, and this user-based evaluation study provided 

positive feedback that it could serve its intended scope.

Keywords. evaluation, health informatics, medical education, data-driven

1. Introduction

TrainCoMorb (Training with Comorbidities) is an online data-driven training platform

for medical students and residents who can practice recognizing comorbidities and their 

attributable risk for negative outcomes. A comorbidity is the presence of one or more 

diseases co-occurring with a principal diagnosis (Dx) [1]. The authors of this study led 

the development of TrainCoMorb, which was completed in the year 2020 as a joint work 

between the College of Health Sciences and College of Medicine, at the Central 

Michigan University (CMU). With the use of TrainCoMorb, trainees (medical students 

and residents) can create scenarios of comorbidities in a computer assisted manner, to 

have at their disposal dynamically updated realistic snapshots of patient safety outcomes 

(hospital mortality, hospital acquired conditions) and the length of stay. The backend of 

the system is a relational database with 11 million inpatient records. The link to the app 

is: https://floating-caverns-75251.herokuapp.com. The system design and its clinical 

significance are explained in [2].

This present paper describes a subsequent study that was designed to evaluate the 

TrainComorb platform by the intended target audience (medical residents) and to 

examine several external factors associated with their perceptions about the platform.
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2. Methods

2.1. Survey design and deployment

The survey included 17 questions which explored the following dimensions: (i) System 

Navigation, (ii) Usefulness, (iii) Validity of information, (iv) System features. These are 

typical evaluation components that are examined in health informatics research [3] and 

in software evaluation [4]. The residents were also asked to provide their opinion about 

data-driven medical education. The questions used a 5-category Likert scale (Strongly 

Agree…Strongly Disagree). The survey also asked about the experience with use of 

computers, exposure with medical simulation systems, and their demographics.

After the study design protocol received approval by the Institutional Review Board,

the director of Internal Medicine, Central Michigan University, made a formal invitation 

and eighteen internal medicine residents agreed to participate. Each resident was

compensated with the amount $100 upon participation. The principal investigator of the 

study was not disclosed to the participants to avoid authority bias. After a 15-minute 

introduction of the platform, the residents were asked to complete four scenarios where 

they would create, step-by-step, patient comorbidity profiles (Table 1). Upon completion 

of the four scenarios, the participants were asked to follow a SurveyMonkey link and 

complete the evaluation survey.

2.2. Internal Validity and Statistical Analysis

To examine the internal validity of the four dimensions, Cronbach’s Alpha statistic was 

used (Table 2). The separate questions that were designed to examine each dimension, 

were found to have an alpha score between 0.704 (navigation dimension) and 0.908 

(features dimension). Finally, four questions were used to calculate the composite 

dimension ‘Opinion about data driven medical education’ (alpha = 0.84). The composite 

score of each new dimension was calculated as the mean value of the individual items.

Since the sample size was relatively small, data analysis was conducted at the 90% of 

statistical significance. The analysis was completed with SPSS version 26 [5].

Table 1. Scenarios that the residents completed during the evaluation session

Scenario 1: Male patient, 75-79yrs, with a Principal Dx of Acute cerebrovascular disease [Submit]
Chronic Conditions: Essential Hypertension, Congestive Heart Failure [Submit]

Comorbidities: Diagnosed in hospital: None, Non-hospital acquired: Aspiration Pneumonitis [End]

Scenario 2: Female patient, 80-84yrs, with a Principal Dx of Multiple Myeloma [Submit]
Chronic Conditions: Chronic Kidney Disease [Submit]

Comorbidities: Diagnosed in hospital: Deficiency & other anemia, non-hospital acquired: Acute & 

unspecified renal failure [End]
Scenario 3: Female patient, <65yrs, with a Principal Dx of Cancer of Pancreas [Submit button]

Chronic Conditions: Essential Hypertension [Submit button]

Comorbidities: Diagnosed in hospital: Secondary malignancies non-hospital acquired: None [End]
Scenario 4: Male patient, 65-69yrs, with a Principal Dx of Septicemia [Submit]

Chronic Conditions: Diabetes mellitus with complications [Submit]

Comorbidities: Diagnosed in hospital: CKD, Non-hospital acquired: Fluid & electrolyte disorders [End]
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3. Results

3.1. Univariate Analysis

The participants had an equal gender distribution (9 male, 9 female). Their mean age was 

28.2 years (std. dev. = 1.7 years). Half of the participants answered that they are very 

familiar with medical simulation systems. When asked about their perceived expertise 

with computer use, seven participants (38.9%) said that they had average expertise, nine 

(50%) above average, and two participants (11.1%) thought that they have a far above 

average expertise. Finally, seven participants (38.9%) were somewhat familiar, and only 

two participants (11.1%) not as familiar with medical simulation systems. Of the four 

evaluation dimensions, the one with the highest score was the ‘system features’ (4.15);

the dimension with the lower score was the ‘information validity’ (3.77). The composite 

variable about the participants’ opinion on data-driven education was found to be 4.27.

Table 2. Individual item responses, Internal Validity and Composite Scores

Mean
(s.d)

Cronbac
h Alpha

Composite
Mean (s.d)

Dimension 1: System Navigation
The software that I used today was easy to navigate 3.89 (.83)

.70 3.96 (.47)

I could navigate the software without any problems 3.89 (.96)

I could understand the available choices that I was provided 4.17 (.51)

The navigation buttons were placed where they should be 4.17 (.51)
It was easy to select options from drop-down lists 3.72 (.57)

Dimension 2: System Usefulness
Provided relevant information about comorbidities 3.94 (.63)

.87 3.98 (.47)
Provided useful insights of the comorbidity effect on outcomes 3.89 (.83)
The information of the system was interesting 4.11 (.47)

The system can help learn about the impact of comorbidities 4.06 (.53)

Provides feedback & information relevant in actual clinical cases 3.94 (.41)

Dimension 3: Validity of information
The information that the system provided was correct 3.83 (.51)

.82 3.77 (.54)The information that the system provided was accurate 3.78 (.64)

The information that the system provided was unambiguous 3.72 (.75)

Dimension 4: System Features
Separating chronic vs hospital acquired conditions was important 4.17 (.51)

.90 4.15 (.46)

The step-by-step system approach to develop my scenario was 

helpful

4.17 (.51)

The summary of the scenarios after completion is a useful feature 4.00 (.48)

The updated risk estimations output after each step is a useful feature 4.28 (.57)

Opinion about data-driven medical education
Data-driven simulations systems are needed in medical curricula 4.22 (.54)

.84 4.27 (.40)
Big data provide opportunities to examine clinical case combinations 4.39 (.50)

Comorb. with varying effect on outcomes should be easy to navigate 4.28 (.46)
Familiarizing with data-driven estimations help proactive decisions 4.22 (.42)

3.2. External Factors Associated with Perceptions about TrainComorb

Bivariate analysis was conducted to examine the association between the participants’ 

age, their self-reported computer experience, and the simulation system familiarity, with 

each of the four composite evaluation dimensions. A negative and statistically significant 

correlation was observed between the participants’ age and (i) their responses on the

‘information validity’ dimension (r=-0.44, p<0.10) and (ii) their opinion regarding data 

driven education (r=-0.52, p<0.05). The older the residents were, the more skeptical they 
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appeared to be regarding computer-generated clinical information, and they had a less 

positive opinion about the potential in data driven education.

A positive statistical association was observed between the familiarity with 

simulation systems and the ‘information validity’ dimension (r=0.49, p<0.05): Those 

exposed more in medical simulation systems appeared to be more confident about the 

information that the system was generating. Similarly, a positive association was 

observed between the residents’ opinion about data-driven education and the ‘system 

usefulness’ (r=0.44, p<0.1) and the ‘system features’ (r=0.62, p<0.01) dimensions. No 

correlation was observed between the reported computer experience and any of the 

examined dimensions (Table 3).

Table 3. Association of External Factors with Perceptions about TrainComorb

System 
Navigation

System 
Usefulness

Information 
Validity

System 
Features

Opinion Data-
Driven educ.

Age 0.03 (p=.99) -0.34 (p=.17) -0.44 (p=.07) -0.36 (p=.15) -0.52 (p=.03)

Computer Experience -0.21 (p=.39) -0.19 (p=.44) 0.14 (p=.57) -0.09 (p=.71) -0.02 (p=.92)
Familiar with sim systems -0.10 (p=.69) -0.05 (p=.82) 0.49 (p=.03) -0.01 (p=.96) -0.09 (p=.71)

Opinion Data-Driven educ. 0.34 (p=.16) 0.44 (p=.06) 0.16 (p=.51) 0.62 (p=.01)

4. Conclusions

The medical residents evaluated the four dimensions with average scores between 3.77 

and 4.15 (5-scale) and thought highly of data-driven medical education. The finding 

supports a recently acknowledged need for data-driven physicians [6]. Although the

residents’ evaluation was not associated with their computer experience, those more 

familiar with simulation systems, and more positive about data-driven education, 

evaluated the dimensions ‘usefulness’, ‘validity’, and ‘features’ with higher scores: 

Apparently, the role of experience in user perception has been discussed in the literature, 

as in [7]. The new generation of medical students are gradually becoming familiar with 

alternative modes of medical training, and they appear to value evidence based and data 

driven modalities as useful supplementary learning approaches. This is supported by the 

external factor associations that were observed in the present study.

TrainComorb has the potential to become a useful supplementary tool for the 

education of future medical professionals. The results of this user-based evaluation study 

and the system prototype itself, are being communicated with the upper administration 

of a College of Medicine and its Simulation Center in the region of central Michigan, to 

identify effective venues of integration with the formal medical curricula.
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Abstract. The importance of using the new technologies to develop educational and 

training applications for medical students is given by the times we live in and also 
by the continued development of the IT industry. New concepts used in 3D 

applications such as gamification bring added value to the use of learning 

applications. The introduction of technologies-based on virtual and augmented 
reality contributes to increasing of the interactivity. This paper presents an overview 

of the students’ experience in developing a complex 3D application for medical 

students. The application development methodology is explained by splitting the 
design and development of the 3D learning application into steps. The main users’ 

benefits provided by such applications are increased interactivity and learning 

benefits, and the continuous availability of the application wherein virtual 
laboratories within a medical clinic are simulated. 

Keywords. gamification, virtual reality, 3D application, medical education 

1. Introduction 

Currently, the IT industry growth is also due to the emergence of new technologies based 

on virtual reality (VR), augmented reality (AR), and mixed reality (MR). With the aid of 

such technologies, the IT industry has become involved in the vast majority of fields 

such as: education, medicine, healthcare, engineering. Many applications have been 

developed using such technologies which are meant to help the users learn or understand 

better certain systems and processes. Thus, new ideas have emerged, which are based on 

games forteaching and explaining certain procedures. Among the new concepts we focus 

on gamification. Gamification introduces the use of certain concepts which are used in 

applications or in games such as: granting bonuses (e.g. stars or experience points), 

timekeeping, displaying progress and certain suggestions meant to help the user to use 

the application [1]. Serious games, which, besides entertainment, are also aimed at 

educating or helping the users to understand certain concepts in various fields, are also 

based on gamification. 

Numerous applications used in education or training may be found in the literature. 

Paper [2] presents an application supporting medical, bioinformatics, computer science 

and engineering students to train in a virtual environment, built for intensive care (ICU). 
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Hardware-wise, the manner of operation of the devices as well as the processing of the 

resulting data are learned by the IT students. Medical students learn how to use the 

devices, but also how they should interact and react in certain situations with an ICU 

patient. The use of a 2D and 3D-based multimedia tool, of animations and video clips on 

certain systems of the human body (e.g. the circulatory system) is discussed in [3]. The 

benefit of such applications is given by the fact the students may learn without making 

errors or being afraid to make errors in real situations (e.g. dissecting a virtual human 

body). VR and AR-based applications are proposed for learning certain parts of the body 

or anatomical systems of the human body. Papers [4] and [5] discuss applications for 

learning the brain structure and, respectively, the skeletal system. AR is used to learn the 

heart structure and functions [6]. A 3D marker of the human body is proposed, that 

students may scan with the assistance of the application and then they may learn about 

the functions of the heart.  VR is also used in the nursing field [7].  Based on VR 

applications, nurses may learn the steps they need to follow to change the bandage on a 

patient with a flesh wound. Visualizing a 3D virtual model, following each step to change 

the bandage as well as the provision of feedback and of instructions on how to change it 

introduces the concept of gamification in this application. 

This paper will discuss the experience of the students enrolled in the Healthcare 

Information Systems (HIS) Master’s degree of our university, in developing a complex 

3D application based on VR. 20 students participated in the project. The application 

development methodology throughout a university semester (14 weeks) is also described. 

The motivation to develop such an application relies in the idea of providing learning 

and training applications to medical students who, in times like these (COVID 19) are 

prevented to physically attend laboratory classes. 

2. Methods and tools 

The application is divided into 5 modules and its purpose is to provide information on 

certain laboratories within a hospital or laboratory classes on human anatomical systems. 

The Unity editor together with several 3D models from the Unity asset store (e.g. the 

clinic model, the virtual nurse) was used for the application development, while the C# 

language was used for the implementation of the functionalities. The application was 

developed for desktop, and it is based on VR technologies and gamification concepts. 

The methodology employed to develop the HIS Master’s projects is presented in the 

followings. 

2.1. Methodology 

Step 1: presentation of the project themes and the technologies employed within the 

project by the teaching staff. They presented several project themes and what they entail 

to the students. Among the themes that were approached there were: a radiology 

laboratory, an MRI laboratory, a blood collection laboratory, a laboratory for cell and 

tissue visualization and a laboratory for learning the locomotor (musculoskeletal) system. 

Step 2: division of the students based on knowledge and preferences. Each student 

had to choose, based on their own knowledge and preferences, one of the following 

cases: C# language programming knowledge, knowledge of use of the Unity 3D software 

package, minimal knowledge of the medical field (where minimal means medical 

knowledge of one of the themes that the teaching staff presented in step 1). 
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Step 3: making groups of 4 students, where each member must have knowledge of 

one of the cases described in step 2. Thus, each group was built in such a way as to cover 

all the knowledge needed to realize the project theme. 

Step 4: establishing the project theme for each team. Each team chose one of the 5 

project themes presented in step 1: the radiology laboratory, the blood collection 

laboratory, the laboratory for the exploration and visualization of cells and tissue, the 

muscular system - learning laboratory and the skeletal system - learning laboratory. 

Step 5: elaboration of a scenario by each team for the chosen project theme. The 

elaboration of the scenario consisted of the main functionalities that the application had 

perform. In addition, the stages that the application had to respect were also defined. 

Step 6: identifying and researching the software functionalities of the application, 

but also a medical research on the methodology that must be respected when performing 

procedures within the laboratory. 

Step 7: developing the application from a software and visual standpoint. Writing 

C# scripts for the implementing the functionalities defined in steps 5 and 6. Among the 

developed functionalities are: zooming in/out, moving, rotating 3D models, controlling 

the character from the keyboard, opening/closing laboratory doors, informing or helping 

the user via a help button, turning devices on and off. Finding, developing and using 3D 

models in the application scene. The students made searches and selected free 3D models 

of the characters (e.g. nurses, physicians, patients) and of devices or pieces of furniture 

used in a laboratory (e.g. microscope, X-ray machine, test tubes, computer, monitors). 

All 3D models were arranged in the laboratory based on its kind. 

Step 8: testing the applications. This was performed by testing the software 

functionalities realized by each team. This was made by exchanging the applications. For 

instance, the team that developed the radiology laboratory tested the application of the 

team that developed the laboratory for the learning of the muscular system and vice versa. 

The testing was performed by the students using a test scenario. The main tests that were 

done: software function tests and generally user evaluation. 

Step 9: software integration. All the laboratories developed by the team were 

integrated in a single 3D desktop application. Thus, a complex application was realized, 

wherein all the users may learn or explore various laboratories based on their needs. The 

entire application has a defined scenario that allows the users to control a character who 

may explore several laboratories within a hospital. The 3D application starts with the 

user visualizing a clinic, the clinic entry and the possibility to enter one of the laboratories 

developed by one of the teams and then explore them. A color was chosen for each team 

(red, blue, green, pink and yellow) for a better demarcation and visualization of the 

laboratories developed by each team. Thus, the door of each laboratory within the clinic 

is colored based on each team's color. 

Figure 1 shows several images from the laboratories developed by the students. 

Therefore, figure 1 contains. (a) - radiology laboratory, figure (b) - muscular system-

learning laboratory, (c) – skeletal system-learning laboratory, (d) blood collection 

laboratory and (e) – cell and tissue-visualization laboratory. 
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(a) (b) (c)  (d) (e) 

Figure 1. 3D Virtual Laboratories. 

3. Conclusions 

This paper highlighted the students’ and staff experience in developing a complex 3D 

application meant to help medical students to learn certain laboratories more easily. 

Using a step or task-based methodology was efficient from the standpoint of delivering 

a functional application. The complexity of the application is given by the multitude of 

functionalities provided, by the 3D virtual environment, but also by the use of the virtual 

reality and gamification concepts. 

In the future, we intend to test the application with medical students using new test 

methods by automatically identifying the user activity by means of a software service: 

Unity Analytics. 
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Abstract. With the increase in computing power and the development of numerous 
technological devices that facilitate remote work, the involvement of artificial 

intelligence in medicine has seen a significant increase to help the doctor make 

decisions and intervene in the medical process and telemedicine. In this paper, we 
gave an overview of the practical involvement of artificial intelligence through 

different support systems used in primary medicine or telemedicine and also 

identified the possibilities and opportunities for the development of new support 
systems for family medicine. Thus, we identified systems used for primary diagnosis, 

diagnosis of hypertension, early detection of heart abnormalities, detection of 

diabetes, support in the prescription process, helping clinicians in the daily 
workflow by providing certain answers to questions, treatment guidance, 

determining patient priority for treatment for SARS-CoV-2 infection or early 

detection of disease, support of artificial ventilation in medical emergency centers, 
remote support for treatments and medication. 

Keywords. Artificial intelligence, primary care, family medicine 

1. Introduction 

One of the most important and emerging things today, in terms of technology is Artificial 

Intelligence (AI) that began to be used in a variety of domains. In all areas, the question 

is whether AI can be involved to improve and perfect the functioning of systems or help 

humans in taking decisions. In medicine, AI is seen as a great opportunity to increase or 

replace the limited processing power, to improve the identification accuracy of the 

diagnosis, to improve the efficiency in the doctor's workflow as well as patient 

scheduling, to increase productivity, to reduce medical errors, and to facilitate better 

patient monitoring.  At the same time, there is a concern regarding what exactly AI can 

provide and also undermining trust in physicians. [1–4] 

From the perspective of AI position as software with decision-making ability how it 

is presented in [3], AI has evolved from a rule-centric approach which is based on if-then 

rules to a data-centric approach which is based on capabilities to learn from data [1,2].  

Family medicine which is a clinical specialty oriented towards primary care is a field 

where AI can be used too to help humans in making decisions. The aims of this paper 

are to expose the current state of AI used in primary care and family medicine. 
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2. Methods 

To identify, evaluate and interpret the current state of AI used in family medicine and 

primary care, we performed a systematic search for specialized papers published starting 

with 2018, from the field of engineering and medicine. The main explorer was the IEEE 

Xplore database, and also National Center for Biotechnology Information (NCBI) 

including PMC and PubMed databases, Elsevier databases. The search strategy included 

terms related to AI and primary care such as artificial intelligence, machine learning, 

deep learning, family medicine, primary care, prediction, diagnosis, etc. 

3. Results 

3.1.  Searches 

Table 1 presents the search results based on the methods presented above.  

Table 1. Search results  

After the first selection for those papers which matched the subject based on the 

abstract study, we selected a subset of the found papers, based on the date of publication 

and the importance of systems for primary care. 

3.2. Practical implications 

In table 2 are presented AI systems and their techniques / methods used and the accuracy 

for each of them. 

Table 2. AI systems developed for primary care and telemedicine 

System Technique/ Algorithm Accuracy Reference 
ML model to predict hypertension Three-layer Artificial Neural 

Network (ANN) 

82% [8] 

Clinical Decision Support System (CDSS) 
for generating alerts during medication  

prescribing 

Oracle Data Warehouse Unknown [11] 

ML system for primary diagnosis from chief 
complaints 

Naïve Bayes and Random 

Forest classifiers 
66.1%-
77.7% 

[13] 

Q&A system (called AI-Q) DL with Natural Language 

Processing (NLP) operations 

Low [6] 

CDSS used for guidance the patient’s 

treatment 

Rules-based Unknown [12] 

ML system used to determine the priority of 
patients for treatment for Covid-19 

Convolutional Neural 
Network (CNN) model 

96.5% [15] 

CDSS  used for an early detection of the 

coronavirus disease 

DL model 92.5% [16] 

Keywords Results description Selections 
Artificial intelligence in primary 

care 

From the first 50 results, 17 matched the subject 

and 3 were selected 

[5], [6], [7] 

Machine learning in primary 
care 

From the first 50 results, 12 matched the subject 
and 3 were selected 

[8], [9], [10] 

Decision support system in 

primary  care 

From the first 20 results, 5 matched the subject 

and 2 were selected 

[11], [12] 

Primary diagnosis From the first 20 results, 8 matched the subject 

and 2 were selected 

[13], [14] 

COVID-19 From the first 15 results, 4 matched the subject 
and 2 were selected 

[15], [16] 
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CDSS system which use IoT devices in ICU 
centers to provide alerts regarding 

ventilation therapy 

ML algorithms 97.1%-
97.93% 

[9] 

Portable AI system used for early detections 
of heart abnormalities 

CNN algorithm 75.2%-
97% 

[14] 

Mobile application which offers on-line 

information regarding treatments and drugs 

ML and Data Mining Unknown [7] 

ML system that predicts diabetes ML algorithms based on Big 

Data analysis 

58%-82% [10] 

4. Discussion 

From the analysis of the presented systems, we noticed a great potential for improvement 

comparing with human decision only, both in terms of execution time and the limitation 

of human errors. In most cases the methods used are focused on the "data-centric 

approach" using ML and DL algorithms with ANN and CNN methods.  

AI is increasingly used in primary medicine and implicitly this will revolutionize 

family medicine. In this sense, an important step is represented by CDSS that have the 

ability to predict a certain diagnosis. For diseases that require CT scans, we noticed that 

ML and DL analyzes can be used in a very precise way on X-Ray images to highlight a 

diagnosis and its severity. We also noticed that for monitoring patients, ML algorithms 

can be used to generate different alerts depending on the patient's health status. Then 

another important factor is the ability to create smart mobile or web applications based 

on artificial intelligence, to help the family doctor make decisions and prescribe drugs or 

give priority to patients with more serious conditions. Another step is to identify the 

possibilities of creating AI-based CDSS to diagnose and provide treatment for most 

conditions often present in a family doctor's office. 

The main concern of AI systems is still an accurate prediction. On the other hand, 

there is a need for external validation, integration into clinical workflow, approaching 

special cases, or facing the clinicians’ reticence. Then the ethical aspects should be 

considered for the possible decisions errors or medical malpractice. An ethical problem 

is that AI has the potential to change the dynamic relationship between patient-clinician 

by introducing a new factor of trust – AI. 

5. Conclusions 

In this paper, we have created an overview of the systems based on artificial intelligence, 

that are used in primary care and not only, but also that offer viable solutions for 

telemedicine and the possibility of working remotely with the family doctor with his 

patients. 

A further study will be necessary to evaluate and identify a better technique that can 

be used as part of the CDSS in family medicine together with NLP in order to create 

intelligent systems. Also, a good way to improve these types of systems is to implement 

a global place in Cloud to store all the public EMR of patients as a dataset that can be 

used for training the ML systems, to become a more efficient training model. 

The system used in Thailand for predicting diagnosis based on a text input is a great 

inspiration and together with AI-Q system, the prioritization system leads us to think 

about the development of an intelligent CDSS used in family medicine, on the one hand, 
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to give priority to patients and provide them with a solution to communicate with the 

system that proposes a diagnosis, validated by the doctor, proposes a treatment, validated 

by the doctor and on the other hand, solves many tasks in the doctor's office. 

Future research will follow these aspects and will look for solutions not only to 

obtain greater accuracy but also to reduce the limitations and concerns presented in this 

paper regarding AI. 
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Abstract. The diabetic foot ulcer, which 2% - 6% of diabetes patients experience, 

is a severe health threat. It is closely linked to the risk of lower extremity amputation 

(LEA). When a DFU is present, the chief imperative is to initiate tertiary preventive 
actions to avoid amputation. In this light, clinical decision support systems (CDSS) 

can guide clinicians to identify DFU patients early. In this study, the PEDIS 

classification and a Bayesian logistic regression model are utilised to develop and 
evaluate a decision method for patient stratification. Therefore, we conducted a 

Bayesian cutpoint analysis. The CDSS revealed an optimal cutpoint for the 

amputation risk of 0.28. Sensitivity and specificity were 0.83 and 0.66. These results 
show that although the specificity is low, the decision method includes most actual 

patients at risk, which is a desirable feature in monitoring patients at risk for major 

amputation. This study shows that the PEDIS classification promises to provide a 
valid basis for a DFU risk stratification in CDSS. 

Keywords: Clinical Decision Support System, Logistic Regression, Health 

Information Technology, Diabetic Foot Ulcer, Amputation, Bayesian statistics 

1. Introduction 

The diabetic foot ulcer (DFU), which 2% - 6% of diabetes patients experience, is a severe 

health threat that is characterized as a chronic lesion of the foot tissue, which is mainly 

caused by diabetes-related peripheral vascular impairment and neuropathic conditions 

[1]. The prevention of diabetes-related foot problems is the primary imperative, as they 

are linked with the risk of lower extremity amputation (LEA), which is associated with 

high economic and health burden [2]. This is especially true for amputations above the 

ankle, also defined as major amputations. When a DFU is present, it is desirable to 

identify major-amputation risk patients to initiate preventive actions early on.  
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The PEDIS classification, which reliably describes DFU through five risk factors 

(Perfusion status, ulcer Extent and Depth, Infection status, and foot Sensation) [3,4], is 

an international standard for DFU classification consented by the International Working 

Group of the Diabetic Foot. It is the aim of this study to develop a model based 

stratification scheme that allows for the classification of patients with and without a risk 

for a major amputations using the PEDIS system. 

 Accordingly, our research questions concerned the development (first question) and 

the evaluation (second question): 1.) Which risk (probability) constitutes the optimal 

cutpoint for major-amputation risk stratification? 2.) What is the corresponding 

diagnostic accuracy in terms of AUC, sensitivity and specificity? 

2. Methods 

We conducted a prospective cohort study at the Wound Care Centre of Christliches 

Klinikum Melle in Germany, which started in June 2013 and ended in June 2019. All 

subjects were screened before inclusion: Diabetes mellitus (type I and type II) patients 

with a DFU were included; other wounds, e.g., venouse or arteric leg ulcers, were 

excluded. Then, eligible subjects underwent baseline assessment where age and gender 

were documented, as well as the ulcer classified according to the PEDIS system. Six 

months after baseline assessment, the major-amputation status, defined as amputation 

above the ankle was determined and recorded. This prospective data collection was 

repeated, when no major-amputation was conducted, and the treatment was continued 

for a patient. 

We aimed to stratify patients for the target condition, i.e., major amputation. 

Therefore, we utilised a Bayesian logistic regression model [5], in which major-

amputation served as the criterion, each of the five PEDIS risk factors as a predictor and 

gender as well as age as covariates. We selected a logistic regression model as it allowes 

meaningful interpretation of the model parameters, i.e., odds ratio and therefore provides 

transparent insights for clinicians. Furthermore, the bayesian approach allows the 

incorporation of prior knowledge. In this study the bayesian model made use of 

information from the multicentre EURODIALE study [6]. 

The Bayesian posterior distributions of the model coefficients were the starting point 

for the cutpoint analysis, which was based on maximising the Youden-Index [7]. To 

analyse the diagnostic validity of the cutpoint we computed the AUC as well as 

sensitivity and specificity and their 95% high-density intervals (HDI) to quantify 

uncertainty [8]. 

3. Results 

The data used to fit the model was based on a sample of 237 DFU patients. Of all patients, 

12.2% (n=29) underwent major-amputation procedure. The mean age of the overall 

sample was 65.9 years (± 12.3). For the non-amputees and amputees, the average age 

was 65.6 years (± 12.5) and 65.5 years (± 12.4), respectively. The overall proportion of 

female and male patients was 16.5% (n=39) and 83.5% (n=198). 

According to the Youden-Index, the posterior median estimate of the optimal 

cutpoint was 0.28, which means that patients with a predicted amputation probability 

above this threshold are classified as risk patients. Quantifying the uncertainty associated 
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with this estimate, the 95% HDI ranged from 0.16 to 0.41. The posterior median of the 

sensitivity was 0.83 (95% HDI 0.71 - 0.93), and that of the specificity was 0.66 (95% 

HDI 0.53 - 0.77) (Figure 1). 

Table 1. Optimal cutpoint, AUC and the screening test metrics with corresponding 95% highest density 

intervals. 

Metric 
Posterior 

Median 
95% HDI 

Optimal Cutpoint 0.28 [0.16 - 0.41] 

AUC 0.80 [0.78 - 0.80] 

Sensitivity 0.83 [0.71 - 0.93] 

Specificity 0.66 [0.53 - 0.77] 

4. Discussion 

In this study, we developed a PEDIS based method for binary risk stratification for DFU 

patients facing potential major-amputation. The optimal cutpoint for the predicted six-

month amputation risk was determined by drawing on a Bayesian logistic regression 

model with an acceptable AUC value and its stratification performance was scrutinised 

using diagnostic metrics. 

 

 
Figure 1. Histogram of posterior distribution of AUC (left) and cutpoint (right), horizontal black bar 

indicates range of 95% HDI and white box within the bar indicates the median. Left: AUC median = 0.80 

(95% HDI 0.78 - 0.80) Right: Optimal cutpoint median = 0.28 (95% HDI 0.16 to 0.41). 

Using the Youden index for cutpoint determination, the optimal cutpoint was 0.28. 

Patients with higher predicted risks are considered as patients at risk. The associated HDI 

ranges from 0.16 to 0.41; thus, indicating some uncertainty about the optimal cutpoint. 

The sensivity and specificity was 0.83 and 0.66, respectively. These results reflect a 

typical situation where a tradeoff between sensitivity and specificity is present. This 

trade-offs have to be discussed critically: In this case, the rather low specificity is 

tolerable for the context of amputation because higher sensitivity is a desirable feature 

from the clinical perspective of monitoring these patients more closely: Through this test, 

a clinician can detect most of the actual risk patients at the expense of including non-risk 

patients in the risk strata. 

As this method requires computational ressources, we recommend to implement it 

in routine record-keeping systems such as wound documentations as a clinical decision 
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support tool. Thereby, the clinician receives valuable additional information about the 

risk status of a DFU patient when completing the PEDIS classification procedure. 

A limitation of this study is its single-centre approach. Thus, this study may 

represent a specific subgroup seen in specialised, multidisciplinary wound care centres 

rather than patients that nurses and general practitioners see in daily routine care. 

However, by incorporating external scientific knowledge in the Bayesian model, we tried 

to mitigate this effect. Furthermore, more data is required. Again, the Bayesian approach 

allows an update of the model when further data is available. 

In summary, this study leads to two main conclusions. First, Bayesian statistics is a 

valuable method for designing and evaluating clinical decision models. Second, given 

further validation through more data, the PEDIS classification promises to be a valid and 

clinically applicable method for risk stratification for patients with a DFU. 
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Abstract. Left bundle branch block (LBBB) is a frequent source of false positive 
MPI reports, in patients evaluated for coronary artery disease. Purpose: In this 
work, we evaluated the ability of a CNN-based solution, using transfer learning, to 
produce an expert-like judgment in recognizing LBBB false defects. Methods: We 
collected retrospectively, MPI polar maps, of patients having small to large fixed 
anteroseptal perfusion defect. Images were divided into two groups. The LBBB 
group included patients where this defect was judged as false defect by two experts. 
The LAD group included patients where this defect was judged as a true defect by 
two experts. We used a transfer learning approach on a CNN (ResNet50V2) to 
classify the images into two groups. Results: After 60 iterations, the reached 
accuracy plateau was 0.98, and the loss was 0.19 (the validation accuracy and loss 
were 0.91 and 0.25, respectively). A first test set of 23 images was used (11 LBBB, 
and 12 LAD). The empiric ROC (Receiver operating characteristic) Area was 
estimated at 0.98. A second test set (18x2 images) was collected after the final 
results. The ROC area was estimated again at 0.98. Conclusion: Artificial 
intelligence, using CNN and transfer learning, could reproduce an expert-like 
judgment in differentiating between LBBB false defects, and LAD real defects. 

Keywords. left bundle branch block, obstructive coronary artery disease, GATED 
SPECT myocardial perfusion imaging, convolutional neural network 

1. Introduction 

Left bundle branch block (LBBB) is a frequent source of false positive reports in 

myocardial perfusion imaging (MPI). This has been reported in previous studies that 

have evaluated the relation between myocardial perfusion and LBBB [1, 2]. 

The method of interpretation used in MPI in patients having LBBB, may influence 

the sensitivity and specificity of the exam. In this paper by Higgins et al. [1], authors 

concluded that the use of certain features of the MPI scan can aid the clinician in 

differentiating true perfusion defects, distinguishing underlying ischemia from false 
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defects. We try to evaluate the usefulness of artificial intelligence, to reproduce this 

method of interpretation, offering a perspective to develop a diagnostic aid tool. 

Some previous studies have evaluated the value of deep learning in the diagnosis 

of coronary artery disease (CAD) in MPI [3, 4, 5].  Betancur J et al. [3] concluded that 

deep learning improves automatic prediction of obstructive coronary artery disease 

from MPI, as compared to the current standard quantitative method.   

However, such studies did not include some clinical information when training 

the model, such as for example, the existence of a LBBB. 

2. Purpose 

In this work, we evaluated the ability of a CNN based solution, using transfer learning, 

to produce an expert-like judgment in differentiating LBBB false defect, from left 

anterior descending artery (LAD) real perfusion defect. The study was conducted 

considering a small dataset, because collecting a larger dataset needs a proof of utility. 

3. Materials and Methods 

3.1. Study population 

The study covered two groups of MPI polar map images, collected retrospectively from 

our department, with small, to large fixed antéroseptal perfusion defect (small: 1 

segment, moderate: 2 segments, large: 3 or more segments, based on the 17 segments 

model [6]). 

  The LBBB group included patients where the perfusion defect was judged as 

false defect by two experts (based on clinical assessment, and GATED-

SPECT [1]). Expert judgment was reinforced by a flow up for 3 years (no 

cardiovascular event). All patients in this group had a LBBB. 

 The LAD group included patients where the perfusion defect was judged as a 

true positive by two experts. Expert judgment was confirmed by angiography; 

>70% narrowing of LAD artery (patients with more than one vessel disease, 

or LBBB on ECG, were excluded from this group). 

Study population baseline characteristics, are illustrated in table1 

 

Table 1. Baseline Characteristics of Studied Population 

Characteristic Overall n=63 LBBB n=33 

(52.38%) 

LAD n=30 

(47.62%) 

P 

Age 63.08 ± 2.46 64.18 ± 3.44 61.82 ± 3.46 0.0087 
Male 26 (41.27%) 5 (15.15%) 21 (70.00%) < 0.0001 

  Female 37 (58.73%) 28 (84.84%) 9 (30.00%) < 0.0001 
Hypertension 35 (55.55%) 21 (63.63%) 14 (46.66%) 0.1793 

Diabetes 21 (33.33%) 11 (33.33%) 10 (33.33%) 1.0000 
Dyslipidemia 6 (9.52%) 4 (12.12%) 2 (6.66%) 0.4644 

Smoking 7 (11.11%) 0 (0%) 7 (23.33%) 0.0035 
Chest pain 30 (47.61%) 20 (60.60%) 10 (33.33%) 0.0318 

Dyspnea 4 (6.34%) 4 (12.12%) 0 (0%) 0.0506 
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3.2. Image Acquisition 

A conventional single head, Gamma Camera was used for all patients, using Tc99m-

Sestamibi radiotracer. Patients had various stress protocols, such as treadmill, 

pharmacological, or a mixed protocol. Stress and rest exams were performed either the 

same day, or on two different days. 

3.3. Images Dataset 

The dataset was composed of 107 perfusion polar maps (42 images in each class for 

training, with 29% for validation). Stress and rest images were used.  

3.4. Deep learning 

Several CNN were tested, and ResNet50V2 was chosen for achieving the best results.  

Only the classification part of the network was re-trained, following a transfer 

learning approach (training a fully connected layer, with two neurons).  

4. Results 

After 60 iterations, the reached accuracy plateau was 0.98, and the loss was 0.19 (the 

validation accuracy and loss were 0.91 and 0.25, respectively).  

A first test set of 23 images was used (11 LBBB, and 12 LAD). The empiric 

Receiver operating characteristic (ROC) Area was estimated at 0.98, with 95.7% 

accuracy.  

A second test set (18 images in each group) was collected after the final results 

(but without the 3 years follow-up for the LBBB group). The ROC area for the model, 

was estimated again at 0.98. 

An example of a man of 70 years old, smoking, having a rest angina, and a LBBB 

on ECG, is illustrated (Figure 1). He had a positive stress, with reduced LVEF at 35%. 

Images of this patient were not used nor in training, nor in validation. Stress image was 

predicted by our model as an LAD real perfusion defect. The rest image was predicted 

as a LBBB false defect, which means that according to our model, this patient is having 

an ischemia in the LAD territory (Figure 1). This patient had an angiography, 

confirming a severe narrowing of proximal LAD. He had a revascularization, resulting 

in an improvement of his LVEF (from 35% to 45%).  

This example illustrates the capacity of the model, differentiating real from false 

defect, in a same patient having CAD in the LAD artery, along with LBBB. 

 

 
Figure 1. Example case. Left is the Stress polar map, predicted as a real LAD perfusion defect, and right is 

Rest image predicted as LBBB false defect. 
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5. Discussion 

5.1. Study population 

It is worth clarifying that the two groups used in our study are not of the same 

cardiovascular risk level, as long as we are looking for false defects in the LBBB group, 

and real defects in the LAD group. We believe that such contrast is mandatory to train 

the model on distinct features from each group. 

5.2. Limitations 

Even if these results are encouraging, this study is still a retrospective one, done on a 

small number of patients, from a single department. Also, it has to be said that our 

model was trained on a specific color map used in our department, so the evaluation of 

the model on other patients from other departments needs to convert images to this 

specific color map. 

The aim of this study was to evaluate the ability of deep learning to reproduce an 

expert like judgment for this problem. The next step could be a multicentric study 

(different gamma cameras), with coronary angiography as ground truth. 

6. Conclusion 

Artificial intelligence, using CNN and transfer learning -even on a very small training 

dataset- could reproduce an expert-like judgment in differentiating between LBBB 

false defect and LAD real perfusion defect. These results are motivating for a 

multicenter prospective study, to develop a diagnostic aid tool for clinicians, offering 

an expert like lecture. Such tool, could probably reduce false positive MPI reports, and 

by the way, reduce the number of unnecessary invasive angiography. 
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Abstract. Poor usability of clinical decision support system impact negative on 
healthcare professionals, decrease usage and quality of clinical decision support 

system and result in a negative effect on patient outcome. Therefore, the objective 

of this study was the usability evaluation of the venous thromboembolism 
prophylaxis recommendation system. This study design is a pilot study. Totally 

seven individuals participate in the study that 4 out of 7 were ICU attending and 3 

out of 7 were Residents in ICUs setting. System Usability Scale (SUS) was used to 
assess the usability of the clinical decision support system (venous 

thromboembolism prophylaxis recommendation system) integrated into the 

medication order entry system in the ICU setting. This study has shown that the 
mean System Usability Scale (SUS) score was 74.64. Summing up the results, it can 

be concluded that the usability quality of the venous thromboembolism prophylaxis 

recommendations system is good. Further research requires to evaluate the usability 
of the venous thromboembolism prophylaxis recommendation system by 

quantitative and qualitative methods in large scale. 

Keywords. Usability, SUS, CDSS, VTE, Prophylaxis, Recommender System. 

1. Introduction 

Poor usability of clinical information systems was a global challenge in the healthcare 

information technology industry [1]. Poor usability of clinical information systems has a 

negative effect on healthcare professionals that due to burnout, low productivity, and 

alert fatigue [2]. The low productivity of health care professionals has negative effects 

on patient care. Furthermore, low-quality clinical information systems increase 

morbidity and mortality [3]. 

Previous studies have shown that the lack of involving the end-user in the clinical 

information system design process leads to poor usability [4]. Therefore, user-centered 

 
1 Corresponding Author, Roxana Sharifian, Health Human Resources Research Center, Almas Building, 

Alley 29, Qasrodasht Ave, Shiraz, Iran; Email: sharifianr@sums.ac.ir. 

Informatics and Technology in Clinical Care and Public Health
J. Mantas et al. (Eds.)

© 2022 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI210899

220



design is essential to a well-designed clinical information system [5, 6]. Still, there is a 

large gap between the current clinical information system and physician tasks [7]. ISO 

defines usability as the" extent to which a system can be used by specified users to 

achieve specified goals with effectiveness, efficiency, and satisfaction in a specified 

context of use" [8]. To the authors' knowledge, no research has been investigated the 

usability of the venous thromboembolism prophylaxis recommendation system from the 

point of view of healthcare professionals in the ICU setting of Nemazee hospital. 

Therefore, in this paper, the usability level of the venous thromboembolism prophylaxis 

recommendation system was investigated. This study results could help to identify 

usability problems of the venous thromboembolism prophylaxis recommendation system 

and solve them. 

2. Methods 

This study design is a pilot study. The usability of the Venous Thromboembolism (VTE) 

prophylaxis recommendations system was evaluated in the ICUs setting of Nemazee 

Hospital in July 2021. Seven healthcare professionals were a participant in the study. 4 

out of 7 were ICU attending and 3 of 7 were residents in ICUs. Venous thromboembolism 

prophylaxis recommendation system has been implemented in three ICUs (general ICU, 

central ICU, and emergency ICU) of Nemazee hospital. The usability of the VTE 

prophylaxis recommendation system has been assessed by System Usability Scale (SUS) 

questionnaire [9]. The data collection form had two parts: the first part included the SUS 

questionnaire items and the second part included a non-structured question about the 

usability of this system. The data collection form was attached as supplementary file 1. 

System Usability Scale (SUS) questionnaire consists of 10 items with one of five 

responses that range from Strongly Agree to Strongly disagree. The usability score was 

calculated based on the Brooke study [9]. SUS Score above 68 is considered excellent 

usability based on the general guideline on interpretation SUS score. The sampling 

method was convenient because all physicians in the three ICUs settings were included. 

Each questionnaire item was described by mean and standard deviation. All statistical 

analyses were performed by SPSS 24. 

The study was approved by the local Institutional Review Board and ethics 

committee of Shiraz University of Medical Science (Approval ID: 

IR.SUMS.REC.1398.1046). 

3. Results 

These results have shown that use VTE prophylaxis recommendation system frequently, 

various functions in the VTE prophylaxis recommendations system were well integrated, 

and imagine that most people would learn to use the VTE prophylaxis recommendations 

system very quickly have a high mean (mean over 4.14) from respondent perspective.  

The mean System Usability Scale (SUS) Score was 74.64. Overall measurement results 

are summarized in Table 1. Only one participant had commented about the usability of 

this system (“It was difficult to move the form page up and down when using the 

system”). Other participants had no comment. 
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Table 1. Descriptive Statistics Each Item of System Usability Scale (SUS) Questionnaire for VTE prophylaxis 

recommendation system 

System Usability Scale (SUS) Mean S.D 
I think I would like to use the VTE prophylaxis recommendations system frequently.  4.29 0.76 

I found the VTE prophylaxis recommendations system unnecessarily complex. 2.00 0.58 

I thought the VTE prophylaxis recommendations system was easy to use. 4.29 0.49 

I think that I would need the support of a technical person to be able to use the VTE 

prophylaxis recommendations system. 

1.57 0.79 

I found the various functions in the VTE prophylaxis recommendations system were well 

integrated. 

4.14 0.69 

I thought there was too much inconsistency in the VTE prophylaxis recommendations 

system. 

1.71 1.11 

I would imagine that most people would learn to use the VTE prophylaxis 
recommendations system very quickly. 

4.14 0.90 

I found the VTE prophylaxis recommendations system very cumbersome to use. 2.29 0.95 

I felt very confident using the VTE prophylaxis recommendations system. 3.43 1.72 

I needed to learn a lot of things before I could get going with the VTE prophylaxis 

recommendations system.  

2.00 1.15 

System Usability Scale (SUS) Score 74.64 12.86 

4. Discussion  

This study indicated that the usability quality of the VTE Prophylaxis Recommendations 

System was good. To our best knowledge, this is the first study to investigate the usability 

of a homegrown venous thromboembolism prophylaxis recommendation system in the 

ICU setting of Nemazee hospital. These results concur with the other studies which have 

shown that clinical decision support system usability quality was good [10-12]. In 

contrast to some reports in the literature, there was usability quality of clinical 

information systems was low [7, 13]. This study indirectly implies that end-user 

involvement in the design of clinical decision support systems and homegrown clinical 

information systems improves the success and adoption rate of these systems. Also, 

multi-disciplinary collaboration increases the usability of clinical information systems.  

The strength of our survey is that intensive care specialists assess the usability of the 

VTE Prophylaxis Recommendation System. The major limitation of this study is that the 

analysis does not enable to determine the usability of the VTE prophylaxis 

recommendation system by quantitate and qualitative methods in large scale, because 

this system implemented in ICUs of single center. Thus, the limitation of this study was 

the sample size. A further research requires to evaluate the usability of the VTE 

prophylaxis recommendations system by mixed methods (quantitate and qualitative 

methods) in large scale. 

Summing up the results, it can be concluded that the usability quality of the VTE 

Prophylaxis recommendation system is good. Further research is required to evaluate the 

usability of the VTE Prophylaxis recommendation system by quantity and qualitative 

methods in on a large. In addition, iterative usability redesigns the process needs to 

improve the usability of the VTE Prophylaxis Recommendation System. 
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Abstract. The development of clinical decision support systems (CDSS) is complex 

and requires user-centered planning of assistive interventions. Especially in the 
setting of emergency care requiring time-critical decisions and interventions, it is 

important to adapt a CDSS to the needs of the user in terms of acceptance, usability 

and utility. In the so-called ENSURE project, a user-centered approach was applied 
to develop the CDSS intervention. In the context of this paper, we present a path to 

the first mockup development for a CDSS interface by addressing Campbell's Five 

Rights within the CDSS workflow. 

Keywords. Clinical Decision Support System, Emergency Medicine, Artificial 

Intelligence, Clinical Process 

1. Introduction 

Preclinical and clinical emergency medicine has developed into a complex professional 

field in recent years [1, 2]. One of the major problems represents the increase in the 

number of emergency patients presenting with a broad spectrum of illnesses and injuries 

ranging from outpatient care to intensive care [3]. Due to this problem, time-critical 

clinical decisions based on interdisciplinary medical knowledge represent the most 

important challenge in terms of patient safety and emergency care process efficiency. 

Clinical decision support systems (CDSS) are one approach to relieve clinicians, to 

contribute to patient safety and to improve clinical outcomes [4, 5]. Similar to driver 

assistance in automobile clinical decision support systems can provide clinically relevant 

indications at the point of care to support the decision-making process of emergency 

physicians. The type of support can take many forms ranging from alerts in case of 

deterioration of vital signs to predictions of possible diagnoses and appropriate therapies. 
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There are various technical options for implementing this support such as artificial 

intelligence (AI) approaches.  

In the ENSURE project a prototypical CDSS to support timely and targeted 

diagnostics and initial therapy in emergency care will be developed and tested. It was the 

aim of the present work to design this CDSS intervention and develop initial software 

mock-ups for the future prototype. 

2. Methods 

The development of a CDSS is complex, costly and interdisciplinary [6]. For the 

development of the ENSURE prototype the user-centered design approach was applied 

[7]. To add value for the end users the Five Rights according to Campbell [8] were 

included in the planning of the CDSS intervention. Therefore, the following questions 

had to be clarified for the CDSS intervention: what is the right information, who is the 

right person, what is the right intervention format, what is the right channel and when is 

the right time in the workflow? 

An essential part of the project is that two different information-processing methods 

will be implemented in the prototype. On the one hand a pattern-based approach based 

on the SOP book [10] and on the other hand a machine learning (ML) approach based 

on emergency data are implemented in order to support the diagnosis and initial therapy 

strategy. To evaluate the prototype, it is planned to randomly provide the user with one 

of the two approaches in a blind selection manner. In this way, it will be investigated 

whether one of the two approaches is superior in terms of performance and acceptance. 

3. Results 

In order to address the Five Rights and the user-centered design approach an experienced 

emergency physician took part in the conception phase. Based on the top 20 reasons for 

presentation in the Emergency Department (ED) [9] accounting for more than 80% of 

relevant emergencies, 30 emergency care algorithms resp. standard operating procedures 

(SOPs) as described by Blaschke and Walcher et al. [10] were identified. 

Based on the SOPs 153 leading symptoms (in sum) associated to these 30 leading 

diagnoses were identified. The 153 leading symptoms were reduced to 96 in three 

iterations. Each iteration was based on the questions which leading symptoms are 

relevant to the 30 leading diagnoses, which information can be aggregated and whether 

there are symptom intersections between the leading diagnoses. 

During emergency care this information is gathered and used for differential diagnosis. 

These aspects are of great importance for CDSS conception due to the fact that the 

intended diagnostic support has to process this gathered information.  
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Figure 1. Mock-ups information aggregation of the CDSS prototype 

Based on this preliminary work the first mock-ups (Fig. 1) were developed to allow users 

to collect information in a structured way using the future prototype. The 96 leading 

symptoms were assigned to five distinctive body regions as categories (head, thorax, 

abdomen, back, extremities). Another category "other" was introduced for symptoms that 

cannot be assigned to a specific body region. Furthermore, the symptoms were assigned 

to medical specialties to make the assessment intuitive and supportive in each emergency 

case situation. 

 

Figure 2. ENSURE CDSS prototype program flow created as BPMN with Camunda Modeler 

Guided by the Five Rights and the user-centered design we were able to develop the 

prototypical program flow shown in Figure 2 and the first mock-ups in Figure 1. 

4. Discussion 

Emergency care is characterized by time-critical clinical decisions [11] to prevent 

possible long-term damage to patients or -in the worst case -even death. These conditions 

lead to a heavy burden on emergency physicians. Therefore, it is desirable to relieve this 

burden by providing a useful clinical supporting tool. Other research has shown that 

CDSS can have a positive impact in the emergency department [12]. To develop such a 

CDSS prototype, early involvement of experienced emergency physicians allows for a 

well-structured user-centered design. 

In our research work, an SOP book with defined emergency care algorithms [10] 

was used for the development of a knowledge-based approach. The knowledge gained 

from this development will also be used in the development of an AI-based approach 

with ML algorithms. It is planned to develop different models for the ML approach and 

finally to use the model that has the best performance. Random forest models, support 
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vector machines and artificial neural networks of different types are addressed in the 

development. The ML approach is developed in parallel on the basis of real emergency 

case data. Both approaches will be used in the prototype evaluation. 

5. Conclusion 

In this project, we develop a CDSS prototype for clinical emergency care. The 

conceptualized program flow of the prototype as well as the first mock-ups were created. 

The finalization of the ML approach and the linkage of the individual components to a 

complete prototype will follow. 

         The future evaluation of the prototype, especially with respect to the comparison 

of the knowledge-based and ML approaches, is a promising endeavor to gradually 

transition CDSS into routine emergency care. 
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Abstract. Critical care can benefit from analyzing data by machine learning 

approaches for supporting clinical routine and guiding clinical decision-making. 
Developing data-driven approaches for an early detection of systemic inflammatory 

response syndrome (SIRS) in patients of pediatric intensive care and exploring the 
possibility of an approach using training data sets labeled automatically beforehand 

by knowledge-based approaches rather than clinical experts. Using naïve Bayes 

classifier and an artificial neuronal network (ANN), trained with real data labeled 
by (1) domain experts ad (2) a knowledge-based decision support system (CDSS). 

Accuracies were evaluated by the data set labeled by domain experts using a 10-fold 

cross validation. The ANN approach trained with data labeled by domain experts 
yielded a specificity of 0.9139 and sensitivity of 0.8979, whereas the approach 

trained with a data set labeled by a knowledge-based CDSS achieves a specificity 

of 0.9220 and a sensitivity of 0.8887. ANN yielded promising results for data-driven 
detection of pediatric SIRS with real data. Our comparison shows the feasibility of 

using training data labeled automatically by knowledge-based approaches rather 

than manually allocated by experts. 
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1. Introduction 

Medical practice, especially within the pediatric intensive care, is a highly challenging 

and time pressuring domain. Long-term success of treatment and patient’s outcome 

depend on the timely detection of underlying diseases and an early initiation of a 

therapy.[1] Nowadays, detection of serious diseases can be supported by analyzing 

routine clinical data though data-driven applications. Together with the increasing 

availability of medical data such approaches gain in importance for clinical settings.[2] 

Hence, data-driven approaches are an a recent considered topic in the field of research.[3, 

4] One of these highly challenging diseases within the setting of the pediatric intensive 

care is the systemic inflammatory response syndrome (SIRS). In 2017, worldwide 2.9 

million deaths associated with SIRS were reported for the group of children under five 

years.[5] To accommodate the differences between adults and children the International 

Pediatric Sepsis Consensus Conference (IPSCC) has modified the existing adult 

diagnostic criteria into six age-depending criteria groups for diagnosing SIRS in pediatric 

patients.[6] According to these criteria SIRS in children manifests when two of the 

following four criteria, from which one have to be an abnormal temperature or leukocyte 

count, are met: I) hyper- or hypothermia, II) tachycardia, III) tachy- or bradypnoea, IV) 

leukocyctosis or leukopenia.[6] The appropriate antimicrobial therapy should be started 

within an hour of the onset of first symptoms to avoid a two to five times higher 

mortality.[7] The use of clinical decision-support systems (CDSS) and data-driven 

approaches can support early detection of SIRS. However, such approaches are rarely 

used in the medical routine to support clinical decision making.[2–4] In the context of 

this work, we strive for developing a data-driven approach for the detection of SIRS 

within the pediatric intensive care. To achieve this goal we aim at implementing two 

approaches based on (I) a naïve Bayes classifier and (II) an artificial neuronal network 

(ANN). Both are trained using a ground truth created by domain experts. The manually 

creation of labeled data as used in this work is a highly time-consuming and challenging 

task. Therefore, the second objective of this work is evaluating the feasibility of using 

trainings data labeled automatically by a knowledge-based CDSS rather than using 

perfect ground truth label allocated manually.[1] 

2.  Methods 

In this work we use an existing data set of routine data from the pediatric intensive care 

unit of the Hannover Medical School. This pseudonymized data set originates from a 

previously published study.[8] The data set consists of various vital parameters like 

temperature and blood pressure values, heart and respirations rates as well as laboratory 

test results and data from medical devices such as cooling blankets, ventilation and 

pacemaker for each of the included 168 pediatric patients. Laboratory test results include 

leukocyte, platelet and neutrophil counts as well as INR values derived from the 

prothrombin time. Every value comes with a specific timestamp documenting its 

measurement time by which a temporal sequence is ensured. Furthermore, the age of the 

respective patients is given, which is decisive for a correct pediatric SIRS diagnosis. In 

addition to the routine data, there is a ground truth describing whether patients suffered 
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from SIRS. For the generation of this ground truth two experienced pediatric intensive 

care physicians manually assessed the patients according to SIRS diagnostic rules 

defined by the IPSCC.[6] The resulting labeled data is used for training the data-driven 

algorithms. To improve the quality of the available data the data set has been cleaned 

and formatted. Furthermore different strategies for missing values were applied.[9] For 

ANN, missing values were replaced with previous occurred values within a parameter-

dependent time window. Values that could not be replaced with that imputation strategy 

were replaced with NULL values. For the naïve Bayes classifier, missing values were 

ignored. The evaluation of the algorithms comprised splitting the available data set into 

trainings and test data set and running multiple 10-fold cross validation. Furthermore, 

the ANN were trained using data automatically labeled by a knowledge-based CDSS and 

evaluated with the ground truth allocated manually by domain experts. 

3. Results 

The trained algorithms were evaluated individually with the ground truth. The results of 

multiple 10-fold cross validations for every approach can be found in Table 1. The 

reported values represent the calculated average from all validation rounds. Folds were 

generated per patient to avoid splitting related data. The approach based on the naïve 

Bayes classifier achieves an accuracy from 0.5425 to 0.5683. Specificity ranges from 

0.5848 to 0.6132 and sensitivity from 0.3510 to 0.4230. The ANN trained on data labeled 

by clinical experts achieves an accuracy of 0.8975, ranging from 0.8816 to 0.9174. The 

ANN using trainings data labelled by a knowledge-based CDSS achieves an accuracy of 

0.8963, ranging from 0.8693 to 0.9263. This ANN shows a slightly higher specificity, 

but a lower sensitivity than the ANN trained with the data labeled by domain experts. 

Table 1. Overview of aggregated results of multiple 10-fold cross validations 

 Accuracy Specificity Sensitivity 
Naïve Bayes Classifier 0.5512  

[0.5425-0.5683] 
0.6047  

[0.5848-0.6132] 
0.3894 

 [0.3510-0.4230] 

ANN trained with data 

labeled by domain experts 

0.8975 

[0.8816-0.9174] 

0.9139 

[0.8558-0.9684] 

0.8979 

[0.8650-0.9231] 

ANN trained with data 
labeled by a CDSS 

0.8963 
[0.8693-0.9263] 

0.9220 
[0.8357-0.9757] 

0.8887 
[0.8713-0.9163] 

The architecture of the used ANN is shown in Table 2.
 

Table 2. Architecture of the used artificial neuronal network  

Layer Type Number of neurons Activation function 
1 Input 8 x 1   

2 Hidden 6 tanh 
3 Output 2 softmax 

4. Discussion 

With our work, we aimed at examining data-driven approaches for SIRS detection for 

patients of the pediatric intensive care. Furthermore, we strived to explore the feasibility 

of using a training data labeled by a knowledge-based CDSS instead of laborious labeled 

data by clinical experts. Limitations within this work are present in regards of 

transferability of the approach to other areas and the development and evaluation of the 
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used CDSS. Although the naïve Bayes classifier is well known as a solid baseline 

approach for starting data-driven research [9] our approach based on the naïve Bayes 

classifier reached a poor accuracy of 0.5512 for a binary classification problem. Even a 

comparably simpler classifier as ZeroR [10] that just predicts on basis of the majority 

class would have yielded a higher accuracy of approximately 0.74 for this use case. In 

contrast, the ANN achieved a promising accuracy. Moreover, literature review revealed 

that the developed ANN algorithm yielded better results than previously published data-

driven approaches for SIRS detection in pediatric patients.[3, 4] The ANN using a data 

set labeled by a knowledge-based CDSS rather than clinical experts achieved relatively 

comparable results. This shows the feasibility of using such approaches more often in 

the future to relieve clinical experts and avoid laborious manual labeling of data sets. 

However, the development of such CDSS suited for providing label for this use case is a 

time-consuming task itself that could lead to vast amounts of training data.[1] 
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Abstract. We applied social network analysis (SNA) on Tweets to compare 
Hispanic and Black dementia caregiving networks. We randomly extracted Tweets 

mentioning dementia caregiving and related terms from corpora collected daily via 

the Twitter API from September 1 to December 31, 2019 (initial corpus: n= 
2,742,539 Tweets, random sample n= 549,380 English Tweets, n= 185,684 Spanish 

Tweets). After removing bot-generated Tweets, we first applied a lexicon-based 

demographic inference algorithm to automatically identify Tweets likely authored 
by Black and Hispanic individuals using Python (n= 114,511 English, n = 1,185 

Spanish). Then, using ORA, we computed network measures at macro, meso, and 

micro levels and applied the Louvain clustering algorithm to detect groups within 
each Hispanic and Black caregiving network. Both networks contained a similar 

proportion of dyads and triads (Hispanic 88.2%, Black 88.9%), while the Black 

caregiving network included a slightly larger proportion of isolates (Hispanic 0.8%, 
Black 4.0%). This study provides useful baseline information on the composition of 

existing large groups and small groups. In addition, this work provides useful 

guidance for future recruitment strategies and the design of social support 
interventions regarding emotional needs for Hispanic and Black dementia caregivers. 

Keywords. network analysis, social support, dementia, caregivers, social media 

1. Introduction 

The prevalence of Alzheimer’s disease and related dementia (ADRD) is higher among 

Hispanics and Blacks than non-Hispanic Whites in the United States [1]. Among the 

proportion of people with dementia who live in the community rather than in assisted 

living facilities (70%-81%), most are cared for by family or friend caregivers [1]. A 

systematic review by Petosa and Smith found that peer social support is an effective 

contributor to meeting one’s health goals [2]. Experimental evidence in behavioral 

science specifically highlights the critical role of dyad or triad friendship relations in 
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social support  [3]. Although social scientists have reported a strong correlation between 

beneficial behavior and group cohesion in triad friendships since the mid 19th century, 

triad friendships and their associated benefits were rarely observed in previous social 

media-based studies of minority dementia caregivers [4]. 

Social network analysis is commonly used to assess social structures such as the 

composition of groups (e.g., large groups, small groups, triads, and dyads) and dynamics 

(e.g., relationships, links, and temporal interactions) using network and graph theory [4]. 

Social network analysis of online communities, particularly Twitter, may provide 

insights to aid the design of culturally sensitive and customized social support 

interventions for Hispanic and Black family caregivers for persons with dementia [4, 5]. 

This study aims to apply social network analysis to a large corpus of Tweets to gain 

insights about Hispanic and Black dementia caregiving networks. 

2. Methods 

We applied network analysis techniques to publicly available Twitter messages (Tweets) 

mentioning dementia (keywords/hashtags: #dementia, #demencia, #Alzheimers). We 

used the Twitter Application Programming Interface (API), Python, and a High-

Performance Computing (HPC) Cluster (https://osf.io/qruf3/) to extract these messages 

from a random sample of publicly available Tweets collected daily using via the Twitter 

API from September 1 to December 31, 2019 (n= 2,742,539 Tweets). Our team’s 

behavioral domain expert and clinician first extracted and categorized U.S.-based Tweets 

from the initial corpus (n= 549,380 English Tweets, n= 185,684 Spanish Tweets). 

Second, we applied a Twitter bot detection algorithm to remove bot-generated Tweets 

using the Botometer Python API (https://github.com/IUNetSci/botometer-python). 

Third, we applied a lexicon-based demographic inference algorithm to automatically 

identify Tweets likely authored by Black or Hispanic individuals (n= 114,511 English, n 

= 1,185 Spanish, https://osf.io/qruf3/). Fourth, we applied Social Network Analysis to 

the winnowed Tweet corpus to automatically detect similar communities and to identify 

stakeholders with a high degree of network centrality. Fifth, to avoid algorithm 

dependency, we applied and compared the results of five clustering algorithms: Leiden, 

Principal Component Analysis, Louvain, CONCOR, and Newman. Sixth, network 

measures at the macro, meso, and micro levels were calculated to compare Black and 

Hispanic dementia caregiving networks within Twitter using the ORA meta-network 

analysis software. Seventh, we visualized Black and Hispanic dementia caregiving 

networks within Twitter at macro, meso, and micro levels. Lastly, behavioral science 

experts and a clinician evaluated the results according to their clinical meaningfulness 

for the design and recruitment strategy of a social support intervention for Hispanic and 

Black dementia caregivers on Twitter. The larger study was approved by the Institutional 

Review Board (IRB). 

3. Results 

Dementia caregiving-related Tweets potentially created by 5,321 Black users were 

disseminated to 280,042,783 users, with retweets outnumbering original messages by a 

factor of 11. In contrast, the dementia caregiving-related Tweets in Spanish created by 

409 users were disseminated to 6,141,424 users at a ratio of 11,798 retweets to each 
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original message. The top 10 stakeholders who disseminated dementia caregiving-related 

messages in English were identified as media outlets, a lay person, a psychologist, a 

social worker, and an association; among Spanish-language tweets, the top stakeholders 

were an individual, a media outlet, a lawyer, a community organization, and an 

economist. 123 groups (17.0%, Louvain modularity value: 0.802) were found in the 

Black dementia caregiving network, whereas 14 distinct groups (11.0%, Louvain 

modularity value: 0.801) were detected in the Hispanic caregiving network. 

Both networks contained a similar proportion of dyads or triads (Hispanics: 88.2% 

dyads or triads, Blacks: 88.9%), while the Black caregiving network included a slightly 

larger proportion of isolates (Hispanics: 0.8%, Blacks: 4.0%) (Figure 1). 

 

Figure 1. Characteristics of macro, meso, and micro level Twitter networks between Hispanic and Black 

dementia caregivers 

 

Figure 2. Social network structure of dyads, triads, and communities of Black and Hispanic dementia 

caregiving networks from September to December 2021 

4. Discussion and Conclusions 

This study examined the characteristics of macro, meso, and micro-level social network 

structures among Hispanic and Black dementia caregiving networks on Twitter. In the 

macro-level social networking structure, a substantially larger number of Black dementia 

caregiving network users were engaging in the conversation than in the Hispanic 

dementia caregiving network in the U.S. (5321 users, 3941 retweet activities vs. 409 

users, 291 retweet activities) over three months. According to the U.S census in 2020, 

the total percentage of the population identifying as Black is smaller than the total 

number of Hispanics (13.4% vs. 18.5%). 

Consistent with the existing literature on the strong presence and cohesiveness 

among Black communities in Twitter in the U.S., our findings confirms that cohesive 

communities among Black networks on Twitter are present in the context of dementia 

caregiving. Indeed, more community groups were observed in the Black dementia 

caregiving network than in the Hispanic dementia caregiving network in the U.S. (123 

groups 17.0% vs. 14 groups, 11.0%) in the meso level social networking structure. Social 

cohesiveness, a determinant for population health (Healthy People 2030), has been 

referred to as the way in which individuals within a society are bound together by 
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attitudes and behaviors. Social cohesion and social support has been associated with 

decreased depression [6], stress and emotional burden among primary family caregivers 

of older adults [7]. 

A novel finding of this study is that the Hispanic dementia caregiving network 

included a very small proportion (0.8%) of isolates who express themselves without 

quoting others’ messages. Not only is this number smaller than in the Black caregiving 

network (4.0%), but it is unusual in the context of social networks that develop around 

diseases such as HIV or COVID-19 on Twitter. Further, the social science-based concept 

of the optimal number of community members, which in these cases range from two to 

a hundred people, has not been explored in the context of providing social support for 

dementia caregivers in the Twitter space. Studies with an interventional design using 

Twitter are needed to investigate each community’s optimal number, which then will 

enable interventions to deliver social support messages meaningfully and cost-

effectively to racial/ethnic minority dementia caregivers. 

The Louvain social network clustering algorithm was selected after comparing the 

utility of the five clustering algorithms listed above. The performance of several of the 

alternative clustering algorithms on our dataset was suboptimal for the following 

reasons: 1) Leiden: degree of clustering performance is not available; 2) Principal 

Component Analysis: results included one large dominant cluster, which is clinically less 

meaningful; 3) CONCOR: prone to subjective bias; 4) Newman: clustering modularity 

score was slightly lower than that computed via Louvain (0.801 vs. 0.802). 

In conclusion, this study provides useful baseline information on the composition of 

existing large groups, small groups, and isolates among Hispanic and Black dementia 

caregivers on Twitter, which will help guide the design and future recruitment strategies 

of social support interventions involving community engagement and partnership in 

these minoritized communities. 
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Abstract. The paradigm for health and human services informatics (HHSI) was 

developed by Finnish researchers. The four entities of the HHSI paradigm and their 

interrelations form the basics for informatics research and education in the 
University of Eastern Finland. The focus of the essay is on the entities of actors and 

action related to different conceptions of agency. The entities of data and technology 

are the backbones of digitalization. The further aim of the study is to modernize the 
Holistic Concept of Man (HCM) metaphor to take the form of the biopsychosocial 

(BPS) actor. The HCM metaphor with its Husserlian-Heideggerian backgrounds is 

renovated towards a more realistic model of an individual actor or decision-maker 
described by the BSP model. As the BSP actor is embedded in the contexts of the 

HHSI paradigm, the notion of the BPS-D actor or decision-maker emerges. The 

BPS-D actor is a hybrid agent, who has cognitive, emotional, informational, and 
action-oriented connections to other possible agencies and artificial systems in the 

digitalized encounter. The very context of future research is the HHSI neo-paradigm. 

Keywords. HHSI paradigm, agency, HCM metaphor, BPS model, BPS-D actor 

1. Introduction 

The term informatics encompasses people, information, and technology. The paradigm 

for health and human services informatics (HHSI) is related to health and biomedical 

informatics. The HHSI paradigm was developed along the utilization of information 

technology in the health and social sciences in the University of Eastern Finland, where 

it is widely used in research and education. It is composed of four main entities – actors, 

action, data, and technology [1]. Health and human services informatics confronts many 

practical challenges in the integration of multifaceted ontologies in and between 

healthcare and social services [2]. Especially the role of artificial intelligence (AI) in 

future health technology assessment (HTA) is becoming increasingly important [3]. 

Real-world research practices define the order of preferences between the main 

entities of the HHSI paradigm. Depending on the emphasis of argumentation between 

the paradigmatic entities and/or the links, the contents of research and education vary. 

Research on information management in service processes is determined by the 

combination of data, as the value chain of information, and action. Research on action 

and technology produces evaluation and development research on information and 

communication technology. The combination of technology and actors generates 
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research on knowledge management. Scientific and developmental work on the body of 

knowledge originate in the interrelationship between actors and data as information [1]. 

In 1977 Engel presented the biopsychosocial (BPS) model to broaden restrictions of 

the dominating biomedical model [4]. The BPS model inherits its holistic, multilevel 

ontology, and epistemological and methodological essence from general systems theory 

[5]. The abstraction of the nested organization of micro, meso, and macro levels of 

natural systems is the basis for scientific research of the BPS model. The holistic 

structure of the BPS model with functionalistic properties is of use also in making every 

day encounters of cure and care more humane [5-6]. 

Agency as human intentional action, and as possible, non-human artificial property, 

are not strictly separated in informatics research. Whether artificial technical systems 

fulfill the definition of agency is debatable. Human actors (as agents) acting in contexts 

of digitalized information systems communicate and cooperate individually sharing the 

agentic environment with another individual actor, or collectively in larger coalitions [7]. 

The three-partite Holistic Concept of Man (HCM) represents a philosophic metaphor 

of agency, based on Husserlian-Heideggerian schools of thought. The HCM metaphor 

originates in works of the late Lauri Rauhala, a Finnish philosopher, and of Pekka 

Pihlanto, a professor emeritus of management accounting. The HCM metaphor consists 

of consciousness, corporeality, and situationality. It emphasizes the role of individual 

actors in everyday contexts of  life. It has been applied mainly by Finnish researchers, 

e.g. in areas of management, information sciences, and rehabilitation [8]. The aim of the 

study is to sketch a novel model of agency in the context of the HHSI paradigm. 

2. Materials and methods 

Materials and methods are closely connected to each other.  The HHSI paradigm with its 

entities and their functions, the HCM metaphor, and the BPS model are the materials of 

the study that are conceptually analyzed and resynthesized. The “end-product” is but an 

instantiation of metamorphosis towards something new to be applied in future studies, 

e.g. in areas of management, information sciences, and rehabilitation. 

The methods could be broadly called philosophical as the conceptions in relation 

to the language and drawings used reflect various historical schools of scientific thinking. 

Informatics, management and technology in healthcare are an interdisciplinary 

endeavour. Materials and methods are supported by general systemic principles. 

3. Results 

Figure 1 depicts the BPS actor reformulated from the HCM metaphor, which stands for 

the initial actor in the digitalized context steered by the HHSI paradigm. The HHSI 

paradigm as a whole is presented divergent from the original pictorial expression but the 

ontologies and interrelations of the paradigmatic entities are considered to remain as 

earlier defined [1]. Human agency as the BPS actor is positioned in the center of 

responsible action. The BSP actor inherits the concepts of mind and body, and activities 

towards objects from the HCM metaphor. However, the main tenets of the HCM 

metaphor − consciousness, corporeality and situationality − are replaced by those of 

psychological, biological and social determinants of the BPS model [4-6]. 
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The HHSI neo-paradigm in Figure 1 reflects the three basic onto-epistemological 

and ethical properties of holistic conceptions of health and disease from an individual 

perspective. Cognitive and emotional factors intermingle with general and special 

knowledge and information [9]. Motor action is closely linked to cognition and emotion 

[10] (omitted in the contexts of the HCM metaphor). The BPS model can be expanded 

to digitalized encounters: the biopsychosocial-digital (BPS-D) actor as a hybrid agent is 

imagined to have human, intentional properties, and possible artificial elements. 

               
Figure 1. The BPS-actor and the HHSI neo-paradigmatic expansion 

The BPS actor may represent a human expert or a layman but not an artificial 

system. Artificial systems are embedded in all of the entities of the HHSI (neo)-paradigm, 

with their interconnections, although they might be called artificial agents 

metaphorically. The BPS-D actor evolves in the systems of the neo-paradigmatic 

environment. 

4. Discussion 

The notion of the BPS-D actor, with its hybridity, amplifies the HHSI neo-paradigm 

towards more individually inclined research to be made both in information management 

of healthcare and social services, patient care, and rehabilitation. The problem of 

systemic, holistic models is their complexity: everything has an impact on everything. 

Quality and/or quantity – validity and repeatability – where is the relevance? 

The HHSI (neo)-paradigm actualizes as a conglomerate of multiple paradigms that 

support transdisciplinary research and education – and indirectly everyday work 
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activities in health and human services informatics. Anomalies of the HHSI paradigm 

have been scarcely studied, which might justify a deeper thought on the Kuhnian 

symbolism. One relevant topic in this respect could be different scopes of agency. 
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Abstract. Health data from hospital information systems are valuable sources for 

medical research but have known issues in terms of data quality. In a nationwide 

data integration project in Germany, health care data from all participating 
university hospitals are being pooled and refined in local centers. As there is 

currently no overarching agreement on how to deal with errors and implausibilities, 

meetings were held to discuss the current status and the need to develop consensual 
measures at the organizational and technical levels. This paper analyzes the 

discovered similarities and differences. The result shows that although data quality 

checks are carried out at all sites, there is a lack of both centrally coordinated data 
quality indicators and a formalization of plausibility rules as well as a repository for 

automatic querying of the rules, for example in ETL processes. 

Keywords. Data Quality, Electronic health record, Medical Informatics Initiative 

1. Introduction 

Electronic health record (EHR) data from health care information systems have 

particular, well-recognized weaknesses in the area of data quality due to background of 

their collection (treatment, not completeness, as the primary purpose, limited human 

resources for documentation in hospitals, complex real-life processes with divergences 

between medical treatment and technical recording) [1]. As a result, some clinical 

researchers, as well as biometricians, have reservations about using EHR data for 
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research and do not see them as equivalent to prospectively collected data backed by data 

management processes as in clinical trials. 

In the German medical informatics initiative (MII) [2], data integration centers 

(DIC) have been established since 2018 at currently 29 university hospitals, which aim 

to make healthcare data available for research. The DICs are each assigned to one of four 

consortia 2 , whereby each consortium is based on different technical information 

architectures. To ensure a comparable data corpus in all DICs, a central core data set was 

agreed upon, which contains modules from different areas (demographics, encounter, 

diagnoses, procedures, laboratory data, medications, etc.). The core data set is specified 

in HL7 FHIR format. 

In the last years, the DICs have focused primarily on connecting sources to assemble 

a comprehensive data pool. Aspects of data quality have not been a focus of the work. 

However, for the broad and partially automated sharing of the data envisaged for the 

future, measures have to be developed that ensure the data quality required for each use 

case. This was exemplified in the so-called MII demonstrator study [3]. 

2. Methods 

Within a joint working group, a series of questions was developed and sent to designated 

representatives of the consortia. These questions queried aspects of six complexes: 1) the 

organizational structures set up locally, 2) the technical infrastructure, 3) the handling of 

errors in the process of extracting, transforming, and loading from the primary 

information systems, 4) the curation processes in the research database, 5) the plan for 

developing further functionalities, and 6) the envisaged need for central conventions and 

consensual data quality rules. Responses were presented and discussed in a workshop. 

3. Results 

The topic ‘data quality’ was recognized in its importance by all consortia and addressed 

in a surprisingly comparable depth. There are local working groups that deal with 

conceptual, implementation-related and organizational aspects. These groups are also 

networked with other groups within the consortia (e.g., those responsible for data 

extractions from primary systems), but the data quality assurance procedures outlined 

are not yet universally used in routine operations. 

However, the implementation status of data quality measures varies considerably 

within individual sites of a consortium. For the most part, pilot sites exist that also have 

lead responsibility for developing the concepts and tools. It was noticeable that beside 

the long scientific history, existing data quality approaches were only used to a limited 

extent. New technical developments are used in the majority of cases. Available 

information systems, e.g., from the area of clinical trials or cohorts, which address data 

quality problems technically [4], e.g., through dedicated query management or data 

curation boards, are not used. This may be due in part to the fact that the size of the 

project required the use of many staff from fields other than medical informatics. As the 

ETL pipelines mature and are more widely used, a deeper understanding of the structure 

and limitations of the local data bodies is now currently emerging. 
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Finally, it should be noted that the researchers' view of "errors" must also be 

questioned. Not every case of complaint are real errors, because in reality, the hospital 

data are recorded at a very detailed level, which has to serve different purposes of use. 

This includes provisional values, cancellations, error corrections, recoding, and similar 

operations that are not present in the smoothed view that is usually presented to 

researchers. 

Differences between the consortia naturally concern the technical implementation. 

Since the underlying grant program was competitively bid, the information architecture 

is the same within consortium sites, but different between the consortia. The technical 

architecture of the ETL pipeline in DIFUTURE integrates comprehensive event logging 

through which data quality is viewed in a structured and detailed manner [5]. An audit 

service allows flexibly configurable quality analyses, which are executed on a SQL-

based data mart but are independent of concrete schemas. 

In HiGHmed, there is a special focus on data governance. Comprehensive 

organizational structures have been established including data stewards for modeling 

clinical concepts of a domain, responsible parties for each source system, and a data 

reviewing board for overall, regular analysis of data sets. The in-house development 

openCQA [6] makes commonly governed compilations (e.g. for reports or dashboards) 

of various data quality indicators applicable on HiGHmed’s technical architecture. 

MIRACUM stores important data quality indicators and rules into a metadata 

repository (MDR) [7]. The self-developed software DQAstats generates detailed, cross-

site standardized error reports in PDF format on a quarterly basis to ensure, monitor and 

document the measures taken [8]. These reports are published anonymously in the 

consortium for comparison and self-assessment. 

The SMITH consortium has designed a five-stage data quality assurance concept, 

which, starting with manual tests based on a coordinated catalog of data quality 

indicators and at defined intervals, continuing with automated procedures (in 

development), also plans for the use of central terminology services, the connection of a 

metadata repository and natural language processing of free text annotations. 

4. Discussion and Future Work 

In summary, promising approaches have been developed that now need to be rolled out 

across the range of consortia sites, put into operation, and feedback incorporated. 

Nevertheless, objective evidence of the qualitative suitability of the extracted data for 

the variety of potential research projects is still lacking. This will require the involvement 

of a broader community of domain experts from other areas of biomedical research such 

as biometrics and epidemiology, as they have already addressed a variety of similar 

problems and developed strategies to solve them. Another need is seen in the training 

and further qualification of staff, which will lead to a more effective involvement of 

specific and harmonized Data Stewards abilities across the different consortia. 

Furthermore, it is considered to construct a plausible clinical question to query real data 

and to test known typical error constellations on the shared data in a cross-consortium 

'projectathon'. Those involved in the workshop agreed to use the framework of Kahn et. 

al. [9] as a taxonomy of error types. 

In the longer term, common solutions are to be developed in three sub-areas. First, 

this concerns the development of a system of harmonized data quality indicators and 

rules for their operationalization. This approach should separate the conceptual 
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specification from the syntax for execution in order to be able to support different target 

platforms. It seems worthwhile to define common data quality indicators for certain 

common data elements of the MII core data set (e.g., LOINC Top 300 most common 

laboratory values) and also to define metrics or thresholds for quality assurance in data 

quality assessments. 

Secondly, a repository as a storage and access location for the harmonized rules 

would be desirable. In all consortia, a Metadata Repository is already in productive use 

or at least announced. In principle, these systems could also be used to manage the data 

quality indicators and rules as outlined by MIRACUM, if suitable programming 

interfaces for mutual access or syndication become available. Further workarounds, such 

as the making use of some GIT-based repositories could also for this purpose be 

investigated, so that a distributed and location-wide access is ensured towards a 

continuous MDR-based assessment of data quality indicators. 

The third issue relates to the availability of reference data sets for data validation. 

Many advanced data quality issues cannot be identified by looking at locally available 

data alone. Comparison to a gold standard is needed. This gold standard can vary widely 

in nature and scope; as an example, a comparison of the frequency of distribution of 

certain numbers of cases or answer categories between the local site and a larger (and 

thus more statistically robust) number of cases would be useful in identifying systemic 

biases. With this in mind, combined, i.e., aggregated reference data from all MII sites 

would be beneficial. 

Acknowledgement 

The work is supported by the corresponding BMBF/MII grants (01ZZ1803A, 

01ZZ1801E, 01ZZ1803B, 01ZZ1804A, 01ZZ1803D, 01ZZ1802C, 01ZZ1910A). 

References 

[1]  Kohane IS, Aronow BJ, Avillach P, Beaulieu-Jones BK, Bellazzi R, Bradford RL et al. What Every 

Reader Should Know About Studies Using Electronic Health Record Data but May Be Afraid to Ask. J 
Med Internet Res 2021;23(3):e22219. doi: 10.2196/22219. 

[2]  Semler S, Wissing F, Heyder R. German Medical Informatics Initiative. Methods Inf Med 2018;57(S 

01):e50-e56. doi: 10.3414/ME18-03-0003. 
[3]  Kamdje-Wabo G, Gradinger T, Löbe M, Lodahl R, Seuchter SA, Sax U et al. Towards Structured Data 

Quality Assessment in the German Medical Informatics Initiative: Initial Approach in the MII 
Demonstrator Study. Stud Health Technol Inform 2019;264:1508–9. doi: 10.3233/SHTI190508. 

[4]  Löbe M, Meineke F, Winter A. Scenarios for Using OpenClinica in Academic Clinical Trials. Stud Health 

Technol Inform 2019;258:211–5. doi: 10.3233/978-1-61499-959-1-211. 
[5]  Spengler H, Lang C, Mahapatra T, Gatz I, Kuhn KA, Prasser F. Enabling Agile Clinical and Translational 

Data Warehousing: Platform Development and Evaluation. JMIR Med Inform 2020;8(7):e15918 

[6]  Tute E, Scheffner I, Marschollek M. A method for interoperable knowledge-based data quality 
assessment. BMC Med Inform Decis Mak 2021;21(1):93. doi: 10.1186/s12911-021-01458-1. 

[7]  Kadioglu D, Breil B, Knell C, Lablans M, Mate S, Schlue D et al. Samply.MDR - A Metadata Repository 

and Its Application in Various Research Networks. Stud Health Technol Inform 2018;253:50–4. 
[8]  Kapsner LA, Kampf MO, Seuchter SA, Kamdje-Wabo G, Gradinger T, Ganslandt T et al. Moving 

Towards an EHR Data Quality Framework: The MIRACUM Approach. Stud Health Technol Inform 

2019;267:247–53. doi: 10.3233/SHTI190834. 
[9]  Kahn MG, Callahan TJ, Barnard J, Bauck AE, Brown J, Davidson BN et al. A Harmonized Data Quality 

Assessment Terminology and Framework for the Secondary Use of Electronic Health Record Data. 

EGEMS (Wash DC) 2016;4(1):1244. doi: 10.13063/2327-9214.1244. 

M. Löbe et al. / Towards Harmonized Data Quality in the Medical Informatics Initiative 243



The Linkage Between Bone Densitometry 
and Cardiovascular Disease 

Mahmoud A. REFAEEa,b, Hamada R.H. AL-ABSIa, Mohammad Tariqul ISLAMc, 

Mowafa HOUSEHa, Zubair SHAHa, M.Sohel RAHMANd and Tanvir ALAMa,1 
a

 College of Science and Engineering, Hamad Bin Khalifa University, Doha, Qatar 
b

 Hamad Medical Corporation, Doha, Qatar 
c Computer Science Department, Southern Connecticut State University, New Haven, 

CT 06515, USA 
d

 Department of Computer Science & Engineering, Bangladesh University of 
Engineering and Technology, Dhaka, Bangladesh 

Abstract. Dual-energy X-ray absorptiometry (DXA) has been traditionally used to 

assess body composition covering bone, fat and muscle content. Cardiovascular 

disease (CVD) has deleterious effects on bone health and fat composition. 
Therefore, early detection of bone health, fat and muscle composition would help to 

anticipate a proper diagnosis and treatment plan for CVD patients. In this study, we 

leveraged machine learning (ML)-based models to predict CVD using DXA, 
demonstrating that it can be considered an innovative approach for early detection 

of CVD. We leveraged state-of-the-art ML models to classify the CVD group from 

non-CVD group. The proposed logistic regression-based model achieved nearly 
80% accuracy. Overall, the bone mineral density, fat content, muscle mass and bone 

surface area measurements were elevated in the CVD group compared to non-CVD 

group. Ablation study revealed a more successful discriminatory power of fat 
content and bone mineral density than muscle mass and bone areas. To the best of 

our knowledge, this work is the first ML model to reveal the association between 

DXA measurements and CVD in the Qatari population. We believe this study will 
open new avenues of introducing DXA in creating the diagnosis and treatment plan 

of cardiovascular diseases. 

Keywords. Cardiovascular disease, Dual-energy X-ray absorptiometry (DXA), 

Bone densitometry, Qatar Biobank (QBB) 

1. Introduction 

Dual X-ray Absorptiometry (DXA) is a fast and non-invasive approach to measure the 

body composition in terms of mass, fat and bone composition. Using DXA, the entire 

body can be scanned to calculate the composition of bone mass and soft tissue. DXA 

machine can also reveal results of fat content and lean muscle of the body when a full-

body scanning is performed [1]. DXA is a standard method for evaluating bone mass and 

body composition for several reasons. First, the two X-ray attenuations from the DXA 

machine that pass through the body can measure the mass using the simple algebra and 

physical properties of materials. It can also measure the regional body compositions by 
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subdividing the whole body into well-defined body cut lines. Overall, it is a precise and 

stable measurement technique that has been used in clinics for several years. By using 

DXA Phantoms, it is quite simple to also verify measurement stability (nearly 0.5% 

variation) for body composition [1]. Recently, Hologic Inc. has started to use DXA for 

the prediction of cardiovascular diseases, including coronary heart disease, stroke, etc. 

This process is already approved by the FDA [2]. Lastly, this method can facilitate the 

discovery of comorbidities and mortality in cohorts from multiple ethnicities, as well. 

According to the WHO, cardiovascular disease (CVD) is considered as the primary 

cause of fatality worldwide. In its 2018 report, The World Health Organization (WHO) 

stated that in 2016, non-communicable diseases (NCD) account for more than 70% of 

the global death. Out of this, CVDs contributed to over 44% of total NCD-related 

mortality. In the Gulf Cooperation Council Countries, CVD is the leading cause of 

fatality [3]. The Ministry of Public Health, Qatar has reported CVD as the leading cause 

of fatality in Qatar, with CVD now being considered as an economic burden in Qatar’s 

healthcare sector. Many studies exist focusing on the early detection of CVD using 

machine learning (ML)-based approaches [4]. To our knowledge, no study has been 

published focusing on the early detection of CVD using DXA measurements in Qatar 

based on ML techniques. The objective of this study is to leverage DXA measurements 

to determine if they are effective in the diagnosis of CVD. We formulated this problem 

in the machine learning classification framework to classify the CVD group from the 

non-CVD group. Apart from diagnosing CVD, the proposed ML model will also help us 

to associate different metrics from body compositions to CVD in the Qatari population. 

2. Materials and Methods 

2.1.  Data Collection from QBB 

We collected a deidentified dataset from Qatar Biobank (QBB) for a CVD cohort of 250 

participants. We also had a control (non-CVD) group of 250 cases that were free from 

CVD and other related diseases like diabetes, obesity etc. In the CVD group, most 

participants were diagnosed with hypertension (180 out of 250, nearly 72%). Other 

participants from the CVD group had abnormal heartbeats, angina, and revascularization. 

2.2.  Data Description and Preprocessing 

There were 182 different measurements from DXA in the dataset. DXA machines 

primarily capture four types of measurements from different body parts: namely, (i) bone 

mineral density (BMD), (ii) lean mass, (iii) fat content, and (iv) bone area measurements. 

A few metrics from each category are described in Table 1. 

Table 1: List of some measurements from the DXA dataset 

Data Type Description 
BMD Age-matched Z-score in the body area, Young adult T-Score in total body, BMD 

(g/cm2) in total body, spine, etc. 

Lean mass Tissue lean mass (g) in leg, android, trunk, gynoid, etc. 

Fat content Tissue fat mass (g) in the trunk, arm, android, gynoid, total body etc. 
Bone Area Bone area (cm2) in total body, legs, lumbar spine, etc.   
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Features with over 30% missing values were removed. For the remaining features, 

the missing values were replaced with the corresponding feature-mean. Data from both 

the CVD group and control group were normalized applying min-max normalization. 

2.3. Machine Learning Model Development and Evaluation 

We developed multiple ML models to distinguish the CVD group from the non-CVD 

group. We used four different ML algorithms: Multi-layer Perceptron (MLP), Decision 

Tree (DT), Random Forest (RF), and Logistic Regression (LR). We applied five-fold 

cross validation to evaluate the model. We considered multiple performance evaluation 

metrics such as: (i) Accuracy, (ii) Sensitivity, (iii) Specificity, and (iv) Matthews’ 

Correlation Coefficient (MCC) to evaluate the performance of the proposed ML models. 

3. Results and Discussions 

In the CVD group, 54.80% participants were male and 45.2% were female, whereas in 

the control group had an even distribution of 50% between male and female participants). 

All the participants included in this study were adult Qatari nationals. The weight 

(72.2:64.2 in CVD:control) and BMI (26.12:23.2 in CVD:control) were relatively greater 

in the CVD group compared to the non-CVD group. In addition to considering the full 

DXA measurements in the ML model as features, an ablation study was conducted to 

measure the effectiveness of different types of DXA measurements by feeding them into 

ML models as different feature groups. Table 2 compares the performance of the ML 

models. Evidently, the LR-based model achieved the accuracy of 74% for BMD, 70% 

for lean mass, 76% for fat contents and 70.8% for bone area measurements. Considering 

all DXA measurements (182 features), the LR-based model achieved the highest 

accuracy of 77.4%. 

Table 2 Machine Learning models performance based on ablation study 

Feature Model Accuracy Sensitivity Specificity MCC 
BMD 
(85 features) 

DT 0.718 0.648 0.798 0.455 

MLP 0.688 0.746 0.642 0.390 

RF 0.690 0.626 0.756 0.386 

LR 0.740 0.709 0.775 0.487 

Lean mass 
(7 features) 

DT 0.662 0.643 0.679 0.326 
MLP 0.592 0.437 0.730 0.171 

RF 0.672 0.654 0.689 0.344 

LR 0.700 0.642 0.757 0.402 

Fat content 
(15 features) 

DT 0.722 0.655 0.787 0.449 
MLP 0.724 0.739 0.715 0.458 

RF 0.744 0.679 0.801 0.486 

LR 0.764 0.722 0.806 0.551 
Bone area 

measurements 
(75 features) 

DT 0.646 0.600 0.702 0.301 

MLP 0.636 0.723 0.572 0.296 
RF 0.642 0.626 0.657 0.281 

LR 0.708 0.670 0.756 0.424 

All features 
(182) 

DT 0.700 0.625 0.779 0.413 
MLP 0.678 0.677 0.681 0.363 

RF 0.740 0.686 0.796 0.491 

LR 0.774 0.757 0.797 0.556 
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Our results demonstrated better bone health for the CVD group. The young adult T-

score for lumbar spines (L1, L2, L4) were greater in the CVD group compared to non-

CVD group. The Z-score for L2-L4 was -0.282: -0.57 in CVD vs. control group. 

Additionally, bone mass total was 2,510.45 in the CVD group vs. 2,416.17 in the control 

group. We also observed higher total lean mass (43,643.57: 40,614.88 in CVD:control) 

in CVD compared to the control group. Another prospective study based on the Greek 

general population recruited 3,042 adults without pre-existing CVD and the baseline 

skeletal muscle mass revealed an inverse association with ten-year CVD incidence [5]. 

Our study also observed higher fat content in the body composition of the CVD group 

(total fat mass=25908.57: 20962.12 in CVD: control). As mentioned earlier, the studied 

CVD group had higher BMI levels than the non-CVD group, and a higher weight 

elevated the fat level in the CVD group. In summary, most of the bone mineral density, 

fat content, muscle mass and bone surface area related measurements were greater in the 

studied CVD group compared to non-CVD group. The details of the DXA measurements 

can be found at: https://github.com/tanviralambd/CVD_DXA. 

This study has some limitations worth mentioning. We worked with a relatively 

smaller sized cohort and we did not consider lifestyle or socio-demographic information 

of the participants in the model. Integrating such valuable information would add more 

insights into our study. 

4. Conclusion 

Although the FDA approved the use of DXA for diagnosing CVD recently, which 

measurements and what formula should be used in predicting and expanding the usage 

of DXA to CVD conditions still needs to be determined. The current study observes that 

machine learning can help in the selection of DXA measurements, which can potentially 

be included in the final report for more convenient clinical practice. In the future, we will 

evaluate our proposed approach in the CVD group with more advanced stages like 

ischemic heart attack and revascularization. 
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Abstract. Radiotherapy is one of the main means of treating cancer patients. Its 
application has grown worldwide. Around 50% of all cancer patients should receive 
radiation. Brazil faces a shortage of radiotherapy treatment because of a lack of 
enough treatment units, equipment availability, well-trained staff, and fair 
reimbursement. The Radiotherapy Information System (RIS) implementation to 
manage information about patient scheduling is vital to improve the efficiency of 
care and reduce the waiting time to start cancer treatment. The information system 
deployed can be indicated as a disruptive innovation in the Brazilian public health 
system, considering the radical improvement in the cancer treatment process at the 
Brazilian National Cancer Institute. 
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1. Introduction 

Cancer treatment involves a complex and multifaceted decision-making process. 

Brazilian citizens have faced long waiting times to start oncology treatment. Lengthy 

waiting periods increase the risk of cancer recurrence and decrease patients' survival rates 

[1]. 

Radiotherapy is one of the main means of treating cancer patients. Its application 

has grown worldwide. Around 50% of all cancer patients should receive radiation. 

Nowadays, the Brazilian public health system cannot attend to the radiotherapy demand, 

and many patients requiring radiotherapy are not to access this treatment. Brazil faces a 
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shortage of radiotherapy treatment because of insufficient treatment units, equipment 

availability, well-trained staff, and fair reimbursement [2]. 

Growing demand for radiotherapy enforces healthcare service managers to face the 

challenge of delivering in-time radiation therapy to cancer patients for the lowest 

possible costs. Long waiting times can raise patients' anxiety and tumor growth, 

negatively impacting clinical outcomes. The high costs are related to Linear Accelerators. 

Therefore, the focus is on scheduling many patients on a low number of available 

machines [3]. 

The availability of accurate information critically influences the quality of cancer 

care and its efficient management. Radiotherapy Information System (RIS) plays a vital 

role in cancer treatment by ensuring proper and safe delivery of radiation therapy. 

Efficient patient scheduling within oncology clinics ensures the delivery of adequate 

treatment at the exact time. The main objective is to provide the effective use of scarce 

medical resources [4,5]. 

The implementation of the RIS to manage information about patient scheduling is 

essential to improve the efficiency of care and reduce the waiting time to start cancer 

treatment. Scheduling rules are defined to determine when treatment can be made. The 

objective is to ensure the effective use of the medical resources and deliver the proper 

treatment to the patient at the right time. 

2. Methods 

The Brazilian National Cancer Institute (INCA) has five hospital units that share the 

same information systems based on an integrated patient database. The focus on 

interoperability makes the most of patient data accessible across devices and platforms. 

The RIS infrastructure was developed using INCA's intranet network that provides 

safe access to applications designed to improve cancer care. This information 

architecture consists of a collaborative environment between physicians and technicians, 

simplifying the physician work and empowering technicians involved in the decision-

making processes. The legacy systems feed the radiotherapy data repository, which is 

the basis to build the decision support system, as shown in Figure 1. 

 

Figure 1. The INCA Radiotherapy Information Architecture 
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Radiotherapy is a time-consuming process requiring a significant volume and 

variety of data. Developing a web-based information system is intended to provide a tool 

that allows the exchange of therapeutic knowledge and patients' clinical data between 

INCA physicians. Treatment plans and best practices need to be shared to be made 

accessible to the whole team of clinicians. 

Scheduling radiotherapy treatment appointments is a complex problem due to 

various medical procedures and scheduling constraints, such as machine availability, 

patient category, physicians' rota, waiting time targets, number of machines, and 

significant demand for patients.  

Different functionalities had to be implemented, including reducing machines idle 

time, reducing the usage of overtime slots, and reducing the number of patients who do 

not meet their waiting time targets. The Radiotherapy Information System was developed 

to schedule cancer patients and solve severe scheduling problems. 

The developed system runs on a web application with a modular and layered 

architecture searching for usability, interoperability, and ease of maintenance. Generally, 

communication and collaboration with other physicians are necessary. The web-based 

information system was implemented to improve patient scheduling for radiotherapy 

treatment, as shown in Figure 2. 

 

Figure 2. INCA Radiotherapy Information System (RIS) 

3. Radiotherapy Information System (RIS) 

The information architecture described in this paper has allowed the implementation of an 

Internet-based information system for radiotherapy. The system was deployed for patient 

scheduling, treatment decision-making, investigation, and results analysis.  

The study describes the implementation of a Radiotherapy Information System 

(RIS) at INCA hospital units. The information architecture contains clinical data and 

therapeutic information accessible to INCA physicians. All these components can 

interact together. 

The RIS is integrated with other information systems that support the radiotherapy 

decision-making process by supplying therapeutic information and sample plans, which 

can be improved to specific patient cases. Since treatment planning is a critical 

optimization process, complex plans are created not by a single specialist but by a nuclear 

medicine team, as shown in Figure 3. 
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Figure 3. Eclypse System 

4. Conclusions 

The efficient radiotherapy patient scheduling within INCA clinics plays a crucial role in 

ensuring the delivery of the proper treatment at the right time. In this scenario, generating a 

high-quality solution is a challenging task since different goals such as reducing patient 

waiting time to start cancer treatment could be achieved, and a set of constraints, as the 

number of available machines, should be considered. 

An integrated Radiotherapy Information System is a critical success factor in cancer 

treatment. The traditional decision-making process cannot deal with the vast amount of 

data that must be processed for modern medicine. Web-based information systems need 

to be developed to support complex radiation therapy treatments. This technology 

connects radiotherapy best practices, specialists, and patient information. 

There were many challenges involved in organizing and communicating data in 

INCA radiation therapy treatment processes. The focus on interoperability has integrated 

the most patient data across devices and platforms that simplified to share patients' 

information between cancer hospital units. The system deployed can be indicated as a 

disruptive innovation in the Brazilian public health system, considering the radical 

improvement in the cancer treatment process at INCA. 
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Abstract. eΗealth literacy is a necessary skill to find and make good use of online 

health information. However, the general public lacks this skill; it is essential for 

future health professionals to be able to guide and facilitate the public. The study 
aimed to examine the perceived eHealth literacy level of health sciences students 

in Greece. A cross-sectional, online survey was conducted (N=113 students). The 

questionnaire included socio-demographic data and the eHealth Literacy Scale 
(eHEALS). Participants’ mean eHEALS score was 31.9 with medicine and 

dentistry students having the highest score (33.7) and other health and caring 

sciences students the lowest (29.8). There was no statistically significant 
difference at eHEALS score among participants of different academic year. 

However, there was a statistically significant difference at eHEALS score among 

University Departments (p=0.009). Further research in representative samples is 
required to assess specific needs and improve current educational curricula. 

Keywords. eHealth literacy, eHEALS, health information, health sciences 

students 

1. Introduction 

The internet is a major source of health information [1]. So, “the ability to find, 

understand, and apply online health information in order to make appropriate health 

decisions”, known as eHealth literacy, is a necessary skill [2]. However, previous 

studies have shown that not only the general public lacks of this skill [3] but also the 

health professionals [4]. Investigating eHealth literacy among future health 

professionals plays an important role as they help in guiding and facilitating the general 

public to find, understand and apply online health information. Especially in Greece, 

there is limited literature about eHealth literacy among health sciences students. Thus, 
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the aim of this study was to examine the perceived eHealth literacy level among 

undergraduate health sciences students in Greece. 

2. Methods 

A cross-sectional, online survey was conducted between June 4th and July 13th, 2021. A 

convenient sample of health sciences students from Greek Universities was recruited 

using a passive recruitment strategy, through invitation via Facebook groups. The study 

was granted permission from the Ethics Committee of the University of West Attica 

(41141-25/05/2021). 

The eligibility criteria were: 1) internet access 2) 18 years of age or older, 3) 

undergraduate health sciences student at Greek University 4) understanding Greek 

language 5) accepting to complete the questionnaire voluntarily and anonymously. 

Data collection was made using a structured, self-administered questionnaire 

through Google Forms, which consisted of 16 items: 1) socio-demographic 

characteristics (8 items), 2) eHealth Literacy Scale-eHEALS (8 items) [5,6], measured 

participants’ combined knowledge, confidence and perceived skills in finding, 

evaluating and applying eHealth information to health problems. Each item was scored 

on a 5-point Likert scale, from 1 “Strongly disagree” to 5 “Strongly agree” (min:8; 

max:40). Higher score represented higher perceived eHealth literacy level. In this study 

the eHEALS had an internal consistency of Cronbach a=0.89. 

Data analysis was made using SPSS Version 26. Descriptive statistics were used to 

identify participants’ socio-demographic characteristics and eHealth literacy scores. 

Moreover, One way Analysis of Variance on ranks (Kruskal-Wallis Test) was used to 

compare the eHEALS scores among participants. The statistical significance level was 

set at 0.05 [7]. 

3. Results 

The total study sample was 113. Median age was 22 years, the majority were female 

(n=92, 81.4%), single (n= 65, 57.5%), students at universities of Attica region (n=90, 

79.6%), at 2nd academic year (n=34, 30%), who studied health and caring sciences 

(midwifery, occupational therapy, physiotherapy or nursing) (n=37, 32.7%) (Table 1). 

 

Table 1. Socio-demographic characteristics of participants. 

Socio-demographic characteristics Total sample N=113 
Age: Median (min, max) 22 (18, 53) 

Gender: N (%) 
  Male 

  Female 

  Other 

 
19 (16.8) 

92 (81.4) 

                      2 (1.8) 
Marital status: N (%) 
  Single 

  Partnership/Married 

  Other 

 
65 (57.5) 

42 (37.2) 

                      6 (5.3) 
University: N (%) 

  Attica region 

  Outside Attica region 

 

90 (79.6) 

                    23 (20.4) 
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Department 

  Medicine & Dentistry 

  Pharmacy 
  Public & Community Health 

  Other Health & Caring Sciences 

 

32 (28.4) 

11 (9.7) 
33 (29.2) 

                    37 (32.7) 

Academic year: N (%) 
  1st 

  2nd 

  3rd 
  4th 

  ≥ 5th 

 
9 (8) 

34 (30) 

16 (14.2) 
25 (22.1) 

                    29 (25.7) 

Employment status: N (%) 
  Working 

  Not working 

 
31 (27.4) 

                    82 (72.6) 

Living situation: N (%) 
  Own household (with partner/family) 

  Own household (alone) 

  Rented apartment complex/University campus 
  Parents’ household 

  Other 

 
22 (19.5) 

24 (21.2) 

6 (5.3) 
60 (53.1) 

                      1 (0.9) 

 

Τhe mean total eHEALS score was 31.9 (SD: 4.9, min: 18; max: 40). Table 2 

below, shows the mean scores of individual items of the eHEALS scale (min:1; max:5). 

The lowest scoring item was 3.4, indicating the weakest eHealth literacy item while the 

highest scoring item was 4.2, indicating the strongest eHealth literacy item.  

 
Table 2. Participants’ score (Mean & SD) on the eHEALS items. 

eHEALS Items Mean (SD) 
I know what health resources are available on the Internet 3.9 (0.7) 

I know where to find helpful health resources on the Internet 4.1 (0.8) 
I know how to find helpful health resources on the Internet 4.2 (0.7) 

I know how to use the Internet to answer my questions about health 4 (0.8) 
I know how to use the health information I find on the Internet to help me 4 (0.8) 

I have the skills I need to evaluate the health resources I find on the Internet 4.1 (0.7) 

I can tell high-quality health resources from low-quality health resources on the Interne 4.1 (0.8) 
I feel confident in using information from the Internet to make health decisions 3.4 (1.1) 

 

Νo significant difference in terms of total eHEALS scores was observed among 

participants of different academic years. However, there was a statistically significant 

difference of total eHEALS score among the different departments represented in the 

study (Table 3). Further statistical analysis using Bonferroni correction indicated that 

the mean eHEALS score of medicine and dentistry students (mean: 33.7) was higher 

than the score of other health and caring sciences students (mean: 29.8) (Bonferroni 

Post Hoc Test, p=0.004). 

 
 

Table 3. Comparison of the total eHEALS scores between departments and academic years. 

 
Variable 

             Total eHEALS score  
p-value* Mean Median Min, Max 

Department Medicine & Dentistry 33.7 33.5 23, 40 

0.009 
Pharmacy 31.8 31 26, 40 
Public & Community Health 32.6 32 22, 40 

Other Health & Caring Sciences 29.8 30 18, 40 

Academic 1st 31.3 32 18, 40  
2nd 30.3 31 21, 40 
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year 3rd 32.7 32 26, 40  0.173 
4th 32.9 32 22, 40 

≥ 5th 32.8 32 27, 40 

* Kruskal-Wallis rank test 

4. Discussion 

This is the first study examining the perceived eΗealth literacy among health sciences 

students in Greece. The current study found a higher mean eHEALS score (31.9) 

among health sciences students compared to the score found in previous similar studies 

examining eHEALS score among medical and health sciences students (mean: 28.21) 

[8] and nursing students (mean: 24.52) [9]. Due to the small number of participants, the 

study results cannot be generalized. Further research is needed in order to assess the 

characteristics and specific needs. Moreover, the examination of additional information 

such as more socio-economic characteristics, internet usage and devices, primary 

connectivity in relation to eHEALS score among health sciences students could provide 

more specific data in this field. In conclusion, based on this important insight, 

departments could develop curricula that emphasize on practical eHealth literacy skills 

and critical thinking, in order to educate the future health sciences professionals. 

 

References 

[1] Eurostat. One in two EU citizens look for health information online. 2021. Available at: 
https://ec.europa.eu/eurostat/web/products-eurostat-news/-/edn-20210406-1.  

[2] Norman CD, Skinner HA. eHealth Literacy: Essential Skills for Consumer Health in a Networked 

World. J Med Internet Res. 2006 June;8(2):e9. 

[3] Park H, Cormier E, Gordon G, Baeg JA. Identifying Health Consumers’ eHealth Literacy to Decrease 
Disparities in Accessing eHealth Information. Comput Inform Nurs. 2016 Feb;34(2). 

[4] Stellefson M, Hanik B, Chaney B, Chaney D, Tennant B, Chavarria EA. eHealth Literacy Among 

College Students: A Systematic Review With Implications for eHealth Education. J Med Internet Res. 
2011 Dec;13(4):e102. 

[5]  Norman CD, Skinner HA. eHEALS: The eHealth Literacy Scale. J Med Internet Res. 2006 

Nov;8(4):e27. 
[6] Athanasopoulou C, Valimaki M, Koutra K, Lottyniemi E, Bertsias A, Basta M, Vgontza A, Lionis C. 

Internet use, eHealth literacy and attitudes toward computer/internet among people with schizophrenia 

spectrum disorders: a cross-sectional study in two distant European regions. BMC Med Inform Decis 
Mak. 2017 Sept;17(123). 

[7] Crosby R, DiClemente R, Salazar L. Research methods in health promotion. San Francisco: Jossey-

Bass; 2006. 317-346 p. 
[8] Dashti S, Peyman N, Tajfard M, Esmaeeli H. E-Health literacy of medical and health sciences 

university students in Mashhad, Iran in 2016: a pilot study. Electron Physician. 2017 Mar; 9(3):3966–

3973. 
[9] Tanaka J, Kuroda H, Igawa N, Sakurai T, Ohnishi M. Perceived eHealth Literacy and Learning 

Experiences Among Japanese Undergraduate Nursing Students: A Cross-sectional Study. Comput 
Inform Nurs. 2020 Jan-Mar;4(1):e2.  

T. Trantali et al. / eHealth Literacy Among Health Sciences Students in Greece 255

https://ec.europa.eu/eurostat/web/products-eurostat-news/-/edn-20210406-1
https://ec.europa.eu/eurostat/web/products-eurostat-news/-/edn-20210406-1


Trust in E-Health System and Willingness 

to Share Personal Health Data  

Dasa BOSANACa,1 and Aleksandra STEVANOVICbc 
aUniversity North, Croatia 

bUniversity of Rijeka Faculty of Medicine, Croatia 
cUniversity of Rijeka Faculty of Health Studies, Croatia 

Abstract. Electronic personal health records (ePHR) are web-based tools that 

enable patients to access their personal health data. Since the data in PHR are 
systematized, they can be used in scientific research with the patient's consent. 

Despite the potential benefits of using ePHR, their adoption in Croatia remains 

low. Multiple factors are influencing the use of PHR and willingness to share 
personal health data (PHD). The purpose of this paper was to determine familiarity 

with the e-health system among Croatian citizens, trustfulness in the system itself, 

and willingness to share PHD with physicians or researchers. Results showed that 
34% of respondents use ePHR, and have less confidence in the electronic system 

than doctors' confidentiality. However, health professionals have lover trust in 

doctors' confidentiality compared to non-health workers. Respondents rated mental 
health data and STD data as most sensitive but are overall willing to share that data 

with doctors and researchers. 

Keywords. E-health, personal health records, data sharing, trust, privacy 

1. Introduction 

E-health contributes to improving the efficiency of health services, enables the 

communication between the patient and the doctor, and ensures the continuity of 

medical care. Electronic personal health records (ePHR) enable data systematization 

for easier scientific research �1,2�. However, to provide appropriate services and 

conduct research through health applications and e-health services, users' consent is 

required �3�.  
Previous studies examined factors that influence the frequency of use of personal 

health data (PHD) and willingness to share them for scientific research. Generally, 

people are more willing to share their ePHD if they perceive them useful for public 

health research, not sensitive, and if they trust the anonymity of research �3,4�. The 

intention to use an ePHD application is strongly affected by the social impact �5�, by 

the ease of usage of the system �6,7�, while age, gender, education, and profession 

showed different influences on the frequency of e-health use and trust in the system 

itself �1,6,7�. 
In Croatia, there is an e-Health Portal since 2016 and a Mobile e-Health Portal 

since 2017, which in addition to basic services, enables citizens to allow or prohibit 
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family doctors, dentists, gynecologists, and pediatricians to access a specific PHD. It 

also provides insight into who and when viewed which data. Considering previous 

research, we were interested in how much people in Croatia are familiar with the e-

Health system, how much they trust such a system, how sensitive they consider specific 

medical data, and depending on that, how much of the content of the ePHD are they 

willing to share with doctors or for research purposes. 

2. Methods 

We conducted the research using an anonymous online survey on the KwikSurveys 

platform. Data were collected in July 2021. We asked respondents if they use the e-

Health system and how much they trust e-data and family doctor confidentiality on a 

scale from 0 to 10. Furthermore, we asked participants to assess the perceived 

sensitivity of 13 different health data selected for the study and their willingness to 

share them, both on a scale from 0 to 10. Finally, we collected demographic data (age, 

gender, occupation, self-assessment of digital literacy).  

Data are presented as mean and standard deviation or number and percentage. 

Differences were assessed by chi-squares or t-test for independent groups. Dependent 

on the type of data, correlations were assessed by either Pearson or Spearman 

correlation coefficients.   

3. Results 

Out of a total of 198 questionnaires started, 102 were sufficiently completed for 

analyses (62 F, 35 M, 5 other), average age M=43.04 (range 25-75), SD=10.89. In the 

sample, 92% of the participants were employed, of which 37% were health 

professionals. 88% of the sample was highly educated. On a linear scale from 1-10, 

respondents rated their digital literacy as M=7.79, SD=1.63. 

A total of 73% of participants reported they were aware of the e-Health Portal's 

existence in Croatia, yet only 34% were using it, and 38.2% were familiar with its 

possibilities. Confidence in e-Health data protection averaged 6.23, SD=2.43, and 

confidence in the family doctor's confidentiality averaged 7.49, SD=2.65. Participants 

have significantly greater confidence in doctor's confidentiality than online data 

protection (t=4.603, p<0.001). Also, 61% of participants reported that family doctors 

should have complete insight into all patients' medical data.  Participants rated their 

digital literacy as M=7.8 (SD=1.63, range 1-10). Digital literacy significantly 

correlated with trust in e-Health data protection (r=0.27, p=0.007) but not with doctor’s 

confidentiality (r=0.09, p=0.395). 

Employment status, educational level, gender, and age were not significantly 

related to the e-Health Portal awareness, use, or knowledge of its possibilities. 
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Figure 1. Sensitivity of health-related data and willingness to share 

 

As presented in Figure 1., participants rated mental health and STD as the most 

sensitive health-related data followed by family history and hereditary diseases. Data 

with the lowest sensitivity was blood pressure, followed by height, allergies, and 

cigarettes consumption. Overall, participants were highly willing to share their health 

data with their physicians and research, with scores ranging from 7.9 for STD to 9 for 

allergies. They rated their trust in the anonymity of data in research on an average of 

7.21, SD=2.67.  

There was a low yet significant correlation between trust in research anonymity 

and computer skills level (r=0.206) and a moderate correlation between trust in 

research anonymity and physician confidentiality (r=0.298). Health professionals 

(M=6.86, SD=2.82) had significantly lower trust in doctors confidentiality compared to 

others (M=8.1, SD=2.35) (t=-2.324, p=0.022).  

4. Discussion 

Our data showed low use of ePHR in Croatia despite awareness of its existence. In 

Croatia, there are several problems with the e-Health system. The first concerns the 

elderly population, which is not predominantly digitally literate, and the second is the 

lack of infrastructure due to which some households do not have Internet access. The 

same issues arose as the limitation of this online study. Respondents of lower 
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educational status, older respondents and those from rural areas did not participate in 

the study. The third concern is trust in the e-Health system itself.  

Our data showed that respondents believe significantly more in doctors' 

confidentiality than in data protection in the e-Health system. Although distrust of 

institutions is characteristic of post-socialist countries, it is interesting that health 

professionals have less trust in doctors' confidentiality than non-health workers in our 

sample. It raises the question of what health system employees know about the system 

itself that others do not. As expected, higher digital literacy was related to higher 

confidence in online data protection, suggesting that promoting computer skills and 

digital literacy could be beneficial for the broader implementation of ePHD. 

As in previous study �4�, the results showed that not all PHD were perceived as 

equally sensitive, yet the respondents were willing to share them with physicians and 

researchers. The interpretation of data-sharing attitudes is a complex process, related to 

and influenced by various factors, and involves medical ethics issues �8�. In our highly 

educated sample, a high willingness to share PHD might be influenced by an interest in 

personal health improvement or health care promotion, albeit some reserves toward 

trust in the e-Health system.  

5. Conclusions 

The use of the e-Health Portal in Croatia remains low, although there is a high level of 

trust in confidentiality, anonymity, and willingness to share data for research. Future 

research should involve a more diverse sample. Efforts in promoting e-Health tools 

could be beneficial for both the users and researchers.  
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Abstract. The Normandy health data warehouse EDSaN integrates the medication 
orders from the University Hospital of Rouen (France). This study aims at 

describing the design and the evaluation of an information retrieval system founded 

on a complex and semantically augmented knowledge graph dedicated to EDSaN 
drugs’ prescriptions. The system is intended to help the selection of drugs in the 

search process by health professionals. The manual evaluation of the relevance of 

the returned drugs showed encouraging results as expected. A deeper analysis in 
order to improve the ranking method is needed and will be performed in a future 

work. 

Keywords. Drug Information Retrieval; Knowledge Graph; Semantic Network. 

1. Introduction 

Data provided and/or exploited by drugs systems usually fall into two types: (a) factual 

drugs data and (b) knowledge drugs data. Factual drugs data mainly consist in drugs 

prescription and drugs administration data that are archived by hospitals usually as free 

text within the discharge letter or medication orders. Several methods have been 

proposed to perform information retrieval on factual drugs data: information extraction 

and free text search [1], machine learning [2]. However, the implementation of an 

effective information retrieval system requires the use of knowledge data in addition to 

factual data. Knowledge graph structure including the conceptual graph formalism [3] 

has been used for biomedical knowledge and data representation is particularly suited to 

drug knowledge data [4]. Existing medicinal drug databases such as Wikidata [5], Drug 

Bank2, or GoodRx3 contain valuable information but lack of comprehensiveness when 

taken separately and/or store some of this information as unstructured data [6]. In this 

study, the design of a system enabling the retrieval of prescription orders contained in 

the Normandy’s Health Data Warehouse (EDSaN) [7] at the Rouen University Hospital 

(Normandy, France) is described. A conceptual graph of drug knowledge data was 
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designed and used in the information retrieval process to retrieve the French Common 

Dispensing Unit (UCD) codes that are used to encode and bill administrated drugs in 

France. A first evaluation is conducted to assess the consistency of the concepts resulting 

from traversing the graph. The evaluation focused in this study on the UCD codes only. 

2. Material and Method 

2.1. The EDSaN Data Warehouse and HeTOP 

The EDSaN data warehouse currently integrates 6,978,586 atomic prescriptions, i.e. of 

a single pharmaceutical specialty, distributed over 1,452,616 prescriptions’ orders 

between 2011 and the end of August 2021. The data are loaded and maintained into 

EDSaN from the Rouen University Hospital Information System (HIS) and originate 

from either a dedicated database or in the care plan. Although various structured fields 

exist in the HIS to describe the prescriptions and administrations of drugs (dosage, time, 

number of administrations, etc.), the poor quality of these data, e.g. empty fields, wrong 

values, does not allow an accurate structured search. In EDSaN, every atomic 

prescription is associated to a UCD code that identifies the prescribed pharmaceutical 

product. The prescription orders include patient information (id, age, gender, and 

birthdate), stay information (id, entry and leaving dates, units) and prescription 

information (id, date), and a list of atomic prescriptions that corresponds to a single 

prescribed drug. The Health Terminology/Ontology Portal (HeTOP) (https://hetop.eu) is 

used as primary data source for drug knowledge data. It currently integrates 

terminological concepts from over than 70 health terminologies and/or ontologies as well 

as semantic relationships between those concepts. Since 2019, it includes a formal drug 

model suited for French specificities. 

2.2. Structured Information Retrieval 

The free and open-source search engine software library Apache Lucene was used to 

enable the querying of prescription orders. Lucene documents were generated for each 

order to provide Boolean search functionalities. A graphical module specifically 

dedicated to prescriptions were also added to the Java web application of EDSaN. It 

enables users to query the Lucene indexes through a form that provides a search field for 

each prescription order metadata. This form enables an accurate structured search since 

each metadata could be targeted. The search for prescription orders based on what drug 

were prescribed can notably be done by using the search field dedicated to UCD codes. 

This is essential to handle user queries for which the full text search does not return any 

answers. However, this task requires a pre-selection of the UCD codes to be targeted. 

2.3. Modelling the Knowledge Graph 

To assist in the selection of UCD codes, a knowledge graph was designed thanks to drug 

and related data (e.g., diseases) from HeTOP and its semantic network. Vertices are 

selected among HeTOP concepts and include MeSH (Medical Subject Heading) 

Descriptors, Anatomical Therapeutic Chemical (ATC) concepts, International 

Nonproprietary Names (INNs), virtual drugs from the MédicaBase 
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(https://www.medicabase.fr/index.htm) database, pharmacological roots, 

pharmacological specialties, drug components, drug components groups, and UCD codes. 

The edges between vertices were also taken from semantic relationships in the HeTOP. 

Some types of relationships were excluded due to their technical nature or low relevance 

in the context of this study (e.g., “not to be confused with”). The overall drug knowledge 

graph is composed of 131,277 vertices and 703,807 edges. When possible, the user's 

input is matched to a vertex of this graph. The paths starting from that node and leading 

to UCD codes are then aggregated and proposed to the user in the form of a selectable 

sub-graph. In order to provide the user with the most relevant UCD codes first, the paths 

resulting from the user's query are ranked according to a weight and then filtered. The 

weight of a path is calculated by summing the weights of the relationships traversed in 

that path. The weights of the relationships were assigned empirically in collaboration 

with a hospital pharmacist. Seven ascending ranges of path weight were defined in order 

to distribute the paths over seven corresponding relevance classes (C1 to C7). In the 

interface, a slider component allows the user to adjust the tolerance and then show or 

hide the paths assigned to these different classes in the resulted graph (see Figure 1).  

 

Figure 1. Example of a path traversal of the knowledge graph at a Class 1 from the user query “neisseria 

meningitidis gpe C” which corresponds to INN 11565. It allows the proposal of paths leading to height 
relevant UCDs. Three types of paths were browsed in this example: INN > pharmacological specialty > UCD 

Code or INN > ATC Code > UCD Code or INN > ATC Code > pharmacological specialty > UCD Code. 

3. Results 

To evaluate the semantic graph modelling the drug knowledge, a set of n=88 terms was 

randomly drawn among the possible types of vertex. These terms led to more than 

100,000 paths overall. For each term, only the UCD codes issuing from paths belonging 

to the first three non-empty relevance class proposed by the system were evaluated. This 

UCD codes assessment was done by a single expert, a hospital pharmacist and consisted 

in giving a score: 1 if the UCD code seemed to him unsatisfactory, 2 if it could be 

improved, and 3 if the result was consistent. At this evaluation stage, neither the path 

itself, nor the relevance class assigned to it by the system were considered. Table 1 

summarizes the results of the evaluation. 
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Table 1. Average of scores given by the expert for the first non-empty relevance classes from C1 (min path 

weight) to C3 (deeper path). Nt: number of terms; Np: number of paths obtained. The shaded classes have not 

been taken into account in this study. 

Type of term Nt Np C1 C2 C3 C4 C5 
drug components 7 1,514 2.71 1.08 1.04   

drug components groups 3 2,270 - 3.00 1.00 1.00  

MeSH Descriptors 11 20,665 - 2.94 1.49 1.05  

INN 7 2,232 - - 1.95 1.01 1.00 

virtual drugs 11 2,470 3.00 1.23 1.28   

Medical indication 6 3,341 - - 3.00 2.82 1.52 

ATC Code 14 79,094 2.25 - 3.00 1.00  

pharmacological specialties 7 3,198 2.50 1.59 1.89   

pharmacological roots 22 4,648 3.00 1.84 1.05   

4. Discussion and Conclusion 

As the assignments of relevance classes is based on relationships weights that have been 

empirically chosen, the average score for each class needs to be assessed. From a general 

point of view, one can observe that for each type of term, the average scores of the paths 

tends to decrease with the level of relevance (i.e. the class) assigned to it. Although, 

exceptions can be found, especially with regards to the ATC terms (C1=2.25 whereas 

C3=3.00). This shows that the weights of the relationships have been consistently 

assigned. Nevertheless, significant variability and inconsistency can be observed 

between term types. The highest score of 3 is reached for several types of terms (e.g. 

Drug Component Groups (C2=3), Virtual Drugs (C1=3). One can observe that for 

Medical Indications and MeSH Descriptors, their score is still high, despite the fact that 

these terms are generic and consequently harder to semantically link to UCD codes than 

pharmacological specialties or ATC codes for instance. Moreover, the best possible 

relevance class that can be obtained varies among the types of terms (C3 for Medical 

Indications and INNs, C2 for drug components groups and MeSH descriptors, C1 for 

others) although the score of those class remain close to 3.00.  

The main aim of the drug knowledge graph was to assist the user in selecting drugs 

of interest. From that perspective, this study showed encouraging results as the ranking 

of resulting UCDs codes were overall congruent with the expert judgment. However, 

some inconsistencies remain. Future work will therefore focus on the refinement of the 

weights assigned to the edges of the graph. 
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Abstract. Echocardiography (echo) is a non-invasive, safe, widely available 

imaging modality that is frequently used to assess the heart structure and function. 

Accurate heart chamber segmentation is an essential step to quantify certain 
parameters, including heart chamber volumes. In clinical practice, this task is 

manually done by echo experts, where it consumes considerable time and is 

subjective to both errors as well as intra-operator variability.. Artificial intelligence 
(AI) models have been used to automatically segment heart chambers. We 

conducted a scoping review to provide an overview of the AI models used for this 

task. Three bibliographic databases; PubMed, Embase, and Google Scholar were 
explored. Out of 640 initially retrieved studies, 36 studies were included. Multiple 

AI models used for echo images segmentation were identified, which can be broadly 

categorized into five methods: low-level image processing, deformable-based, 
statistical techniques, machine learning (ML), and deep learning-based (DL) 

techniques. The initial three  categories were relatively simple and required less 

computational complexity compared to the ML and DL models. The convolutional 
neural network was the most widely used DL-based technique in most-recent 

publications. Generalizability of the models is a major concern that needs to be 

addressed in the future. Well-annotated larger 2D echo image datasets would be 
required to mitigate the challenges to some extent. 

Keywords. Artificial intelligence; Deep learning; 2D echocardiography; 

segmentation 

1. Introduction 

Cardiovascular disease (CVD) is the leading cause of death worldwide [1]. Several 

imaging modalities are used for diagnosing this disorder, including echocardiography 

(echo), computed tomography (CT), cardiac magnetic resonance imaging (CMR), and 

cardiac nuclear imaging. Echo is a non-invasive, safe, and most widely-used imaging 

modality that plays a crucial role in the diagnosis and management of CVD. In 2D echo 
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studies, heart chambers images (left ventricle (LV), right ventricle (RV), left atrium (LA), 

right atrium (RA)) are acquired from multiple views, as well as during contraction 

(systole) and relaxation (diastole). The four basic views in echo are Apical two chambers 

(A2C), apical four chambers (A4C), parasternal long axis (PLAX) and parasternal short 

axis view (PSAX) [2]. The main drawbacks of echo, compared to other imaging 

modalities, are inconsistency and high inter- and intra-observer variation in image 

acquisition, analysis, and interpretation [3]. Heart chambers segmentation is done by 

manual boundary delineation, which is a time-consuming, subjective to errors task that 

depends on interpreter experience [4,5]. Therefore, it is critically importance to find 

methods to improve interpretation efficiency and reduce reporting time. Artificial 

intelligence (AI) models have been leveraged to execute tasks that are usually manually 

performed by echo experts (i.e., image segmentation and measurements of cardiac 

structural and functional indices)  [6]. This review aims to explore different and the most 

recently used AI models for 2D echo images segmentation. 

2. Methods 

The review was conducted following the preferred reporting items for systematic reviews 

and meta-analyses (PRISMA) guidelines [7]. A systematic search was conducted using 

three electronic databases, PubMed, Google Scholar, and EMBASE. The search terms 

were selected based on population, intervention, and outcome. We searched for terms 

related to 2D echo images and all AI segmentation models used for heart chambers 

segmentation. There were no age, gender, or health status restrictions. The search 

focused on the most recently-developed AI models; therefore, studies published from 

January 2010 to date were included. Because the Google Scholar search resulted in a 

large number of studies, only the first 100 studies were included. In addition, backward 

reference searching of the included studies and any relevant reviews was conducted. The 

titles and abstracts of all possible studies were reviewed, then full-text reading was 

conducted to identify the eligible studies. The data from the final list of included studies 

were extracted into an Excel sheet. Lastly, the data from the included studies were 

synthesized in a narrative approach. 

3. Results 

As shown in the PRISMA chart in Appendix 1, 36 studies satisfied the eligibility criteria 

and were included in this review from the initial 640 studies retrieved from the databases 

search. The included studies are listed in Appendix 2. The methods used for segmentation 

fell into five main categories: low level image processing (n=4), deformable-based (n=7), 

statistical techniques (n=6), machine learning (ML) (n=4) and deep learning (DL)-based 

(n=15) techniques [8]. The CNN U-net model was incorporated as the backbone 

architecture in 5 studies. Most of the studies (n=24) used AI models for LV segmentation, 

while only one publication discussed  RV segmentation alone. Two studies provided a 

framework for comprehensive automated echo images analysis and interpretation and 

used algorithms to segment all heart chambers (LV, LA RV, and RA). One study 

included a dataset of children's echo images, while five studies used fetal images. The 

remaining studies included adult echo images (n=30).  The characteristics of the included 

studies can be found in Appendix 3. 
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The AI models used in the low-level processing-based category include the 

watershed algorithm, thresholding, morphological appearance model, and the level-set 

algorithm. Active contouring was widely used for the deformable-based category; 

pSnakes, B-Spline, K-means clustering algorithms were used for this model. Other 

deformable-based models included phase-based level-set evolution and constrained 

level-set. The third category was based on statistical methods. An active appearance 

model was used for fetal heart segmentation. Two studies utilized an active shape model 

(ASM), while two others combined ASM with Random Forest. Classification algorithms 

were mainly used in ML approaches. The models used in this category included the shape 

regression machine model, Bayesian probability maps, and adaptive group sparse 

representation model. Another ML approach used a sparse matrix transform model 

combined with a level-set model. However, most echo image segmentation studies 

published in recent years focused on DL models. The majority of these models (n=14) 

are based on a convolutional neural network (CNN). Furthermore, many approaches 

were followed to design derivatives to CNNs for better segmentation performance such 

as encoder-decoder model, bilateral segmentation network and dynamic CNN. ML and 

DL models datasets included large data sets that ranged from 350 to 1500 echo images. 

4. Discussion 

4.1  Principal Findings 

The objective of this scoping review is to summarize AI techniques used for 2D echo 

image segmentation. From the included 36 studies, we identified many AI models that 

had been experimented with. As LV parameters carry the most clinical importance, most 

studies focused on this chamber segmentation [3]. AI segmentation models fall into five 

main categories. One of the initial methods was low-level processing models. The 

performance of these techniques are acceptable and are not computationally exhaustive. 

But these techniques perform poorly in low-quality images. Deformable models require 

higher computational power and are sensitive to the initial contours. Segmentation 

accuracy was enhanced by statistical techniques compared to low-level processing and 

deformable models, but they were found to be sensitive to the presence of variations in 

shape or appearance. Conventional ML and DL methods have been extensively studied 

recently. These models require large, well-annotated datasets. U-Net has been 

incorporated as the backbone architecture in many studies for various medical imaging 

segmentation. In our review, we identified studies that either used U-Net  architecture 

(n=5) or compared the performance of their proposed model to U-Net. The modifications 

in the U-Net achieved better performance than the vanilla U-Net. 

Moreover, DL models can be designed to perform tasks related to image 

interpretation apart from segmentation alone. Zhang et al. [9] and Arafati et al.  [10] 

proposed a framework that included all the four heart chambers segmentation while also 

measuring other important parameters. The model by Arafati et al. designed a fully 

convolutional neural network combined with adversarial training and post-processing 

optimization, which was compared to other DL models. Results showed superior 

performance of this model. Over the past decade, an overall trend to improve AI models’ 

performance based on 2D echo image segmentation has been observed. 
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4.2  Practical Implications 

The majority of AI models utilized for heart chamber segmentation based on 2D echo 

image are not only comparable to experts’ manual performance, but also requiree lower 

execution time. Utilizing such AI-based frameworks in clinical setups would reduce the 

burden on clinicians and improve the diagnosis plan. We recommend that researchers 

focus on improving existing DL models. Despite the presence of few online public echo 

image datasets, there is still a need for larger and well-annotated datasets to achieve 

generalizable AI models. 

5. Conclusions 

In this study, we highlighted the AI-based techniques that are used for 2D echo image 

segmentation. DL-based techniques are the most recent and highly accurate methods to 

perform this task. Availability of large and well-annotated echo image datasets may help 

the community to improve existing DL models. 

Appendix files are available at GitHub: https://github.com/DawdAlKindi/Appendix .  
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Abstract. Artificial intelligence (AI) techniques can contribute to the early 
diagnosis of prostate cancer. Recently, there has been a sharp increase in the 

literature on AI techniques for prostate cancer diagnosis. This review article presents 

a summary of the AI methods that detect and diagnose  prostate cancer using 
different medical imaging modalities. Following the PRISMA-ScR principle, this 

review covers 69 studies selected from 1441 searched papers published in the last 

three years. The application of AI methods reported in these articles can be divided 
into three broad categories: diagnosis, grading, and segmentation of tissues that have 

prostate cancer. Most of the AI methods leveraged convolutional neural networks 

(CNNs) due to their ability to extract complex features. Some studies also reported 
traditional machine learning methods, such as support vector machines (SVM), 

decision trees for classification, LASSO, and Ridge regression methods for features 

extraction. We believe that the implementation of AI-based tools will support 
clinicians to provide better diagnosis plans for prostate cancer.  

Keywords. Prostate cancer, medical imaging, machine learning, deep learning. 

1. Introduction 

After lung cancer, prostate cancer is the second most common cancer in men [1]. 

Reports have projected that the number of prostate cancer cases may exceed the number 

of lung cancer cases in men in just over a decade [1], [2]. However, early diagnosis of 

prostate cancer can decrease the fatality and morbidity rates. In clinical practice, the 

diagnosis is typically performed by a transrectal ultrasound and blood tests for prostate-

specific antigens [3]. Usually, the severity of prostate cancer is measured in terms of 

Gleason score (ranked from 6 to 10), with a higher score representing high-grade cancer 

that is more likely to spread in the tissue [4], [5]. Analyzing and grading prostate cancer 

scores require trained professionals, who usually rank the scores through manual 

screening and mutual consensus of many experts relying on their skills.  

The AI research community has made progress in developing AI-based methods 

to support pathologists and radiologists, thus improving the overall efficiency of the 

process of diagnosing prostate cancer [6]. Typically, AI-based methods can enable quick 
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processing and accelerate the diagnosis process while ensuring consistency [7]. In 

prostate cancer, AI assists in systematic pathological grading to evaluate prostate cancer 

stratification and care [8]. While many published methods exist proposing the use of AI 

to diagnose prostate cancer, there are few comprehensive review that may provide a 

quick insight to readers exploring the recent developments in AI’s use for studying 

prostate cancer. This short review will serve as a quick reference for readers interested 

in studying and researching the role of AI methods in treating prostate cancer.  

2. Methods  

We performed a scoping review to highlight the advancements of AI-based tools 

detecting prostate cancer. We followed the guidelines from the Preferred Reporting 
Items for Systematic Review and Meta-Analysis (PRISMA-ScR) [9] to perform the 

review (Appendix 1). The search strategy, which included population (i.e., prostate 

cancer), target intervention (i.e., artificial intelligence), and target outcome (i.e., 

diagnosis), was applied to the most widely used databases (PubMed, Medline, Embase, 

and Google Scholar) in the medical domain. The search process was carried between 

February 10th and 14th, 2021 and extracted relevant articles published over the last three 

years covering the most recent publications in this domain.  

3. Results and Discussion 

A total of 1476 studies were retrieved by searching four databases (details in 

Appendix 4). Amongst these, 574 duplicate studies were excluded. Through title and 

abstract screening, 767 studies were excluded following the exclusion criterion of being 

non-English studies, non-peer-reviewed articles, or scoping review text. Through full-

text screening of the remaining 135 studies, 66 studies were further removed following 

the exclusion criteria. A total of 69 studies were included in this review. The key 

characteristics of the articles surveyed are summarized in Table 1. 

Table 1:  Characteristics of AI-based techniques and data modalities reported for prostate cancer.  

Characteristics Number of Studies 
Model purpose Diagnosis of prostate: 43 Grading prostate: 15 Segmentation:11 

AI Branches Deep Learning: 49 Machine Learning  
and Deep Learning: 2 

Segmentation:11 
Machine 

Learning:18 

AI method CNN:45 ANN:4 SVM:4 Random 
Forest: 3 

Logistic 
Regression: 2 

Feature 
Extraction 
Technique 

CNN:45 

LASSO:2 

Radiomics
:4 

LB-FCN light:1 

CSLBP:1 

CFS:1 

DCE:1 

SFIT & 

EFDs:1 
CDF & 

ADC:1 

Genetic 

Algorithm:1 

FCC:1 
Mean Region 

of Interest:1 

Histogram:1 

Gray level co-

occurrence 
matrix:1 

NA:8 

Imaging 
modality 

MRI/PET/
CT: 34 

Biopsy whole 
slide images: 13 

Tissue Micro 
arrays:6 

Histopatholog
ical data: 04 

Genetic Data: 03 

Index: ANN: Artificial Neural Network. CSLBP: completed and statistical local binary pattern. CFS: 

Correlation Feature Selection. DCE: Dynamic contrast-enhanced. SFIT: Scale-invariant feature transforms. 

EFDs: Elliptic Fourier Descriptors. CDF: Cumulative Distribution function. ADC: Apparent Diffusion 
Coefficient. FCC: Frequency Cepstral Coefficients. MRI: Magnetic Resonance Imaging. PET: Positron 

Emission Tomography. CT: Computed Tomography 
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Out of these 69 studies, 94% (n=65) were peer-reviewed journal articles, while 

the remaining were conference papers. Of these, 20% (n=12) were published in 2018, 

39% (n=26) in 2019, and 36% (n=25) in 2020. The highest number of studies were 

published from the United States (n=16), followed by China (n=11) and Canada (n=8) 

(Appendix 2).   

For the majority of the studies, the data was acquired from public repositories 

such as the ProstateX challenge dataset, PRMISE-12 dataset, and NCBI. The most 

dominant imaging modalities were magnetic resonance imaging (MRI), positron 

emission tomography (PET) scan, and computerized tomography (CT) scan. The 

datasets’ descriptions are summarized in Table 2.  
 
Table 2: Descriptions and Statistics of Public and Private Dataset for Prostate Cancer 

Dataset Host/Source Type of data Size (No. 
of 
samples) 

Studies that reported 
the use (listed in 
Appendix 3) 

Public 
Dataset 

clinicaltrials.gov (NIH) PET/MRI  122  42 

Registry of Catastrophic 

Illness Patient (subpart NIH) 

Electronic Health 

Record (EHR) 

20355  62 

Harvard Medical School and 

Brigham woman's hospital  

MRI  682  52  

GLOBOCAN 2018  Ultrasound  1200  48 

ProstateX challenge data  mp-MRI  538  50, 20, 38 

National Centre of 
Biotechnology (NCBI) 

Genetic dataset  179  25, 67  

MICCAI Prostate MR Image 

Segmentation 2012 
(PROMISE12)  

MRI  4050  32, 70  

ProstateGlandDB dataset  Biopsy whole 

slides images  

35  13, 64  

Horosproject.org  PET Images  7336  71 

NCI-ISBI 2013 challenge  MRI  771  5  

Private 
Datasets 

Boramae Medical Center  EHR  3791  40 

The University of Alabama 

at Birmingham (UAB)  

MRI Scan  1269  22 

Univ. of Texas Southwestern 
Medical Center  

CT scan   85  19 

 

Features extraction techniques were reported in 58 studies. Most of the included 

studies used CNN (n=45, listed as 3, 5, 6, 7, 9, 10 – 12, 14, 15, 18, 20 – 22, 24, 25, 28, 

33 – 37, 39, 42, 43, 45 – 49, 50, 53, 55, 57, 58, 60 – 64, 66 – 70 in Appendix 3) followed 

by radiomics (n=4, listed as 30, 31, 38, 41 in Appendix 3) and LASSO (n=2, listed as 4, 

44 in Appendix 3). Other reported methods for feature extractions were gray level co-

occurrence matrix (54 in Appendix 3), mean region of interest (71 in Appendix 3), 

genetic algorithms (13 in Appendix 3), completed and statistical local binary pattern (52 

in Appendix 3), apparent diffusion coefficient and cumulative distribution function (19 

in Appendix 3), frequency cepstral coefficient (26 in Appendix 3), and correlation 

features selection algorithm (32 in Appendix 3). 

It is challenging to compare the performance of the studies as each study utilized 

different feature extraction techniques, imaging modility and performance metrics. 

However, CNN were the prominent feature extraction techniques regardless of the 

imaging modility [10]. This may be in part because CNN is sensitive to the training data 

compared to radiomics and usually requires large data for  better performance.  
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4. Conclusion and Future Direction 

This review article identifies three main themes on prostate cancer detection, 

i.e., diagnosis, grading, and segmentation of histopathological images where AI-based 

methods were leveraged. We could not find significant application of the AI-based 

methods for the treatment and recommended medications for prostate cancer. The studies 

were categorized based on the usage of the AI methods, feature extraction techniques, 

and types of the dataset used. The use of these AI  techniques are limited to academic 

and research purposes only and their real-life applications into clinical practice are 

currently limited – though a few cases are available where the AI-based tools have been 

used in clinical practices. Nevertheless, with the rapid progress of AI, technology 

readiness levels need to be improved for utilizing these methods in real-life diagnosis of 

prostate cancer.  

 

The appendix is available at https://github.com/hazratali/appendix  
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Abstract. Healthcare systems are challenged by increasing costs. Digital technology 

can help to combat this trend. Evaluation of these technologies is uncommon or 

incomplete. Scholars have called for a standardized and holistic evaluation. We 
provide a synthesis of an online panel on medical informatics (MI) and stipulate a 

discussion on new guidelines for medical informatics project evaluations. The panel 

consisted of presentations and a discussion. The presentations gave the participants 
an overview of evaluation methods currently used in different medical informatics 

domains and their shortcomings. The presenters highlighted new evaluation 

methods such as a roadmap for economic analysis of eHealth projects and the 
German Digital Healthcare Act methods. Participants discussed the shortcomings of 

RCTs and methods that need to be included in eHealth evaluation and called for new 

evaluation methods. The discussion showed weaknesses of the currently used 
methods and underlined the need for a new, holistic evaluation standard for MI. 

Keywords. Evaluation Research, eHealth, Mobile Health 

1. Introduction 

Improved life expectancy, driven by new drugs, treatments, and increased 

multimorbidity, have led to a dramatic rise in healthcare costs in the past decades and are 

challenging healthcare systems globally (1). The use of digital technologies (DT) in 

healthcare delivery can be a means to combat the trend of increasing cost (2). The 

potential of DT has fueled the development of new information technologies for 

healthcare and increased investment in new IT solutions, and overall substantial market 

growth in recent years (3). The growth includes traditional medical informatics domains 

such as clinical information technology (IT) systems like hospital information systems, 

but also emerging technologies like mobile health applications and smart assistive 

technologies (AT) for the elderly. While these new technologies, especially using mobile 

devices, may increase healthcare expenditure at first, they also can improve healthcare 

delivery and make it more efficient and potentially reduce costs in the long run (1). 

There is substantial literature for the evaluation of MI projects from theoretical 

textbooks to reviews (4–7). The STARE-HI provides a recommendation for evaluation 

results reporting (8). Despite the existing methods and literature, new technologies and 
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applications for health are often not evaluated systematically, and when evaluations are 

performed, they often not generalized and focus on individual aspects. Scholars have 

argued for the importance of a holistic, standardized, and comprehensive eHealth 

evaluation (9,10). The evaluation of MI projects has gained importance through recent 

developments such as the Digital Healthcare Act (DVG) in Germany and the European 

Medical Device Regulation (11,12).  

This research aims to provide a synthesis of a panel about evaluation methods in 

medical informatics, highlights the shortcomings of the evaluation methods currently 

used and stipulate a discussion about new guidelines for evaluations of MI projects. 

2. Methods 

The panel had been accepted at the Medical Informatics Europe 2020 conference, but 

panels were canceled due to the COVID-19 pandemic. The panel was held online as part 

of the EFMI webinar series in July 2020 with a duration of seventy minutes and consisted 

of four panel presentations with 10 minutes each and a moderated expert discussion with 

a duration of 30 minutes. The presentations aimed to give an overview of evaluation 

methods currently used in different areas of MI and related fields and to make 

participants aware of these methods' shortcomings. The second aim of the panel 

presentations was to inform participants about the research currently conducted to 

improve medical informatics evaluation methods. The expert discussion included the 

panelists and the audience and aimed to identify shortcomings of current evaluation 

methods, identify new approaches, and formulate recommendations for different 

evaluation methods. Participants were asked to share experiences with evaluation 

shortcomings and methodologies and frameworks they have used in their work. 

Participants were informed about the recording before the workshop. The panel recorded, 

transcribed and analyzed using grounded theory (13).  

3. Results 

3.1. Panel presentations 

The panelists' diverse backgrounds, ranging from medicine and public health to medical 

informatics and economics, represented medical informatics interdisciplinarity. Panelist 

1, with a background in MI and public health, is researching the socioeconomic impact 

of AT. Panelist 2 has a background in MI and global health with experience in the 

implantation and evaluation of mHealth technologies in Germany and low-and-middle-

income countries. He is conducting research on evaluation methods for mobile health 

applications. Panelist 3 is an economist with a MI certificate and the CEO of a 

consultancy firm for eHealth & economics. Panelist 4 is a physician and computer 

scientist with 15 years of experience as a CIO of large hospitals. He is a research 

professor for MI at a university of applied sciences. All panelists were from Germany 

but previously have worked internationally in Denmark, the US, and southern African 

countries. 

The first panelist shared the results on synthesizing the existing evidence for AT's 

effectiveness for the elderly, describing which types of technology are most feasible and 

beneficial and focus on the frailty of elderly people. Out of 11,400 records retrieved 
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during the search, only 19 trials met all inclusion criteria (the most important ones being: 

RCT, study population ≥65, no laboratory setting). Nine of those were pilot studies; five 

studies include caregivers, and only two considered AT's economic aspects. The second 

presenter gave an overview of the current state of the evaluation of mHealth applications. 

Key findings are that no published mHealth projects have been holistically evaluated, 

and most evaluations focus on individual aspects. User experience was assessed most 

often. No holistic evaluations were performed in published studies included in the 

analysis. The presenter defined holistic evaluations as including all relevant aspects in 

the assessment rather than looking at a single aspect. He also presented the DVG, which 

gives publicly insured patients to right to access digital healthcare services and the 

reimbursement of these services. The act includes a ''fast-track'' approval mechanism 

with a preliminary approval if an application fulfills a set of basic requirements and the 

obligation to prove a positive care effect (11). As an example of ongoing work on 

developing new evaluation methods in MI, the third panelist gave an overview of the 

work of the eHealth working group of the German Health Economic society (dggö) on 

developing a 12-point road map for the economic analysis of eHealth projects (14). The 

standard process allows better comparison of the results. These 12 points include all the 

aspects that have to be considered in an economic evaluation of eHealth applications in 

the opinion and consensus of the eHealth working group of the dggö. The final presenter 

highlighted the distinction between the evaluation of new treatments and drugs compared 

to the assessment of digital technologies in medicine, including a description of several 

additional aspects that need to be included in evaluating digital technologies. An example 

from the presenter's tenure as the CIO of a large university medical center concluded the 

presentations, where a holistic evaluation was performed before introducing a digital 

documentation system, in which improved job satisfaction was scored higher than 

increased costs and no additional medical benefit. 

3.2. Expert discussion 

The participants in the expert discussion came from the Netherlands, Malaysia, and 

Germany. There was consensus among the panelists and participants that the current 

evaluation methods used for digital solutions in medicine are inadequate and neglect 

several different aspects. Multiple participants stated that RCTs might not be the perfect 

solution. RCTs is a study design focused only on the outcome but not on additional 

dimensions of a digital solution. RCTs require extensive preparation and have a long 

duration. 

 
Technical aspects, such as reliability and usability, and other aspects like ethics and 

privacy, which are challenging to consider in an RCT, are neglected. A panelist 

concluded, "that RCTs should not be the standard anymore for the evaluation of 

telemedical and eHealth solutions." The participants agree that the evaluation should start 

as early as possible, ideally during the development process of new technologies and 

devices, and involve all relevant stakeholders. Aspects beyond the current patient-/user-

focus need to be included in the evaluation. Ideally, a new study design should be created, 

which should be better suited to evaluating digital health solutions. Participants agreed 

that the development of new evaluation methods for eHealth has to be placed on the 

research agenda. One participant stated that "the most important aspect is that we as a 

scientific community have to try to establish a new, holistic evaluation standard that is 

broadly used and validated." 

F. Holl et al. / Findings from a Panel Discussion on Evaluation Methods274



4. Discussion 

With examples from different MI domains, the presentations highlighted shortcomings 

of currently used methods and showed examples of new techniques being developed. 

The review of AT for the elderly showed that existing studies are not holistic enough, in 

addition to the lack of evidence. Also, the methods used to evaluate mHealth applications 

are often insufficient, including recent developments such as the methods used in the 

DVG. The work on the 12-point road map for eHealth projects' economic analysis 

showed the complexity of holistic evaluation and highlighted their need. The closing 

presenter's remarks gave an overview of the aspects that need to be included and 

highlighted the need for holistic evaluation through a real-world example. The discussion 

underlined these themes and the agreement that RCT studies perfectly fit the evaluation 

of new drugs, but they are not ideally suitable for evaluating digital health devices. The 

task is now to develop a new method suitable for the holistic assessment of new digital 

solutions. Examples from different MI domains have shown that the evaluation methods 

currently used often only look at individual aspects and neglect important factors. As the 

gold standard for evaluating medical interventions, RCTs are too complicated for the 

fast-changing medical informatics environment while disregarding essential elements in 

the evaluation. A new, holistic evaluation standard for medical informatics that is broadly 

used and validated should be designed and established by the scientific community, 

especially for quickly evolving technologies such as mHealth. 
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Abstract. Short messaging system (SMS) works as one of the most popular 
strategies for physicians' behavior change via sending feedback and reminder 

messages. One of the areas in which SMS feedback can be effective on physicians' 

behavior is CT scan ordering. This study investigates the effect of mobile phone 
SMS feedback on residents' head CT scan ordering at a general teaching hospital 

in Iran. Through a three-month before-after experimental study, an intervention 

was conducted, and the CT scans ordered by an individual resident were evaluated 
every two weeks. Consequently, personal SMS-based feedback was provided to 

the residents, and the rate of CT per patient in the two phases of the study was 

analyzed. The mean CT scan ordered per patient decreased from 1.98 ± 1.09 to 

1.74 ± 1.45, and this decrease was insignificant (P= 0.106). SMS-based feedback 

can reduce head CT scan ordering among residents; whereas this decline was not 

significant further studies are required to investigate its effectiveness. 

Keywords. Cell phone, feedback, tomography, X-Ray computed, neurology, 

neurosurgery 
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1. Introduction 

Mobile technologies as more affordable and accessible information technology in low-

income countries present more opportunities to strengthen health services [1]. In recent 

years, SMS is one of the most popular strategies for physicians' behavior change via 

sending feedback and reminders messages [2]. One of the areas in which SMS-based 

feedback can change physicians' behavior is the CT scan examinations, following the 

steady CT utilization increase [3]. CT examinations increased from three million in 

1980 to 80 million in 2014 [4]. The massive imaging volume imposes a tremendous 

cost to the health care system, and CT imaging contributes to 1.5–2% of all cancers [5-

6]. Regardless of these adverse outcomes, it is argued that 20-50% of imaging 

procedures may be unnecessary [7]. The literature has reported that sending feedback 

can significantly improve physicians’ behaviors regarding ordering and reduce hospital 

costs [8]. Therefore, this study was conducted to evaluate the effect of mobile phone 

SMS-based feedback on residents' head CT scan ordering behavior. 

2. Method 

This quasi-experimentally study was conducted during one-month pre-intervention and 

two months the intervention phases among the residents of neurology and neurosurgery 

departments in a general teaching hospital in Iran. To perform the intervention, the CT 

scans ordered by an individual resident were evaluated every two weeks. Personal 

SMS-based feedback containing information about CT scans ordered, including the 

number and cost, the patient exposure to radiation dose, and short educational tips, 

were provided to the residents. Consequently, the rate of CT per patient in the two 

phases of the study was analyzed using mean and standard deviation (SD) and chi-

square, Fisher's exact test, and paired t-test. Sample content of the SMS feedback is 

presented in Figure 1. 

 

  

 

  

 
 
 

Figure 1. Sample text messages to residents 

 

Figure 1. Sample content of the SMS feedback 

The current study was supported by Vice-Chancellorship for Research & 

Technology at Kashan University of Medical Sciences [Grant number 97204] and 

National Agency for Strategic Research in Medical Education (NASR) [Grant Number 

981867]. 

Dear Dr.  

The current text message is provided to give you a profile for individual performance about 

CT scan ordering during two weeks ago at the neurology department as the following: 

- Total CT scan ordered: …. 

- Cost of total CT scan ordered: ….  

- The average rate for CT scanning: ….  

- Total CT scan ordered by you: ... 

- Patient's radiation exposure due to CT scanning: …. 

- You were ranked the ....th person for CT scan ordering at the neurology 

department 
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3. Results 

The CT scan per patient was 1.98 in the pre-intervention phase and 1.74 post-

intervention phase. Also, the CT scan ordered per resident in the two phases of the 

intervention was 11.67 and 11.64, respectively (Table 1). 

 

Table 1. CT scan ordered per patient and per resident during phases of the study 

Departments  Phases of study 
 

 Variables  

Pre-intervention Intervention Total  

Neurology Number of CT 49 178 266 
Number of patients  47 132 179 

Number of residents 10 10 10 

CT scan per patient  1.68 1.41 1.48 
CT scan per resident  7.9 9.35 8.86 

Neurosurgery Number of CT 166 302 468 

Number of patients  77 149 226 
Number of residents 11 11 11 

CT scan per patient  2.15 2.02 2.07 

CT scan per resident  15.09 13.72 14.18 

Total  Number of CT 245 489 734 

Number of patients  124 281 405 

Number of residents 21 21 21 
CT scan per patient 1.98 1.74 1.81 

CT scan per resident  11.67 11.64 11.65 

  

 

Table 2 indicates the total ordered brain CT scans were 245 for 124 patients in the pre-

intervention phase and 489 for 281patients in the intervention phase. The mean CT 

scan ordered per patient decreased from 1.98 ± 1.09 in the pre-intervention phase to 

1.74 ± 1.45 during the intervention phase. However, the decrease of total CT scan 

ordered was not statistically significant during pre-intervention and intervention phases 

(P= 0.106). 
 

Table 2. CT scan utilization per patient in two phases of pre-intervention and intervention 

Departments  Phases of study Number of 
patients 

Number of 
CT scans 

CT scan per patient 
(Mean ± SD)  

p-
Value 

Neurology Pre-intervention 47 79 1.68±0.84 0.074 
Post intervention 132 187 1.42±0.87 

Neurosurgery Pre-intervention 77 166 2.16±1.19 0.564 
Post intervention  149 302 2.03±1.76 

Total  Pre-intervention 124 245 1.98±1.09 0.106 

Post intervention 281 489 1.74±1.45 

4. Discussion 

The introduction of SMS-based feedback can reduce head CT scan ordering among 

residents, whereas this decline was not significant. However, the findings of the current 

study are in disagreement with Eccles et al. study, in that they reported the reminder 

messages feedback is ineffective and does not reduce requests for radiological 

examinations among general practitioners [3]. Sarafi Nejad’s study confirms that the 

feedback via short text messages feedback has a positive impact on prescribing 
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parenteral steroids by general practitioners [9]. Since existing literature suggested a 

lack of consistency in reported results across the studies and the potential for bias, 

making any direct cause-and-effect relationship between the SMS-based feedback and 

behavior change by physicians may not be reliable. The limitations of this study 

include a small sample size and short time period of the study; the post intervention 

follow up to investigate the long-term effect of SMS intervention on physicians' 

behavior was cancelled due to the emergence of the COVID-19 pandemic in Iran. 

Given our poor understanding of the effectiveness of feedback, education [10-12] and 

SMS interventions on physicians'' behavior, it is recommended that further research of 

higher quality be conducted to investigate the potential benefits of SMS-based 

feedback on physicians' behavior.  
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Abstract. Evaluation criteria for health information systems (HIS) and health 

information technologies (HIT) is broad, diverse and lacks a gold standard approach 

that could be leveraged, to evaluate clinical systems at various stages of their system 
development life cycle (SDLC). Without generalizable tools such as frameworks or 

models, comparative analysis across HIS and HIT is not possible. This paper 

presents the findings from a scoping review, utilizing the Arksey and O’Malley 
methodology [1]. The objective of this review is two-fold: 1) to classify models and 

frameworks published between the years 2010-2020 according to their level of 

evaluative focus (e.g. micro, meso, macro, multi), 2) to identify the countries where 
these models and frameworks have been employed for the purpose of evaluation,

using the International Medical Informatics Association (IMIA) Represented 

Regions [3]. The results demonstrated the heterogeneity of evaluation models and 
frameworks currently used in health informatics and reflected the necessity for more 

adaptive approaches to HIS and HIT evaluation.

Keywords. Health information system, health information technology, framework, 

model, evaluation

1. Introduction

Global digitization is advancing at a rapid pace and health information systems (HIS) 

and health information technologies (HIT) are gaining market prominence. The 

criticality of readily available, safe and usable technologies in healthcare is becoming 

increasingly vital. The diversity of the HIS and HIT available in the marketplace, is also 

reflected in the heterogeneity of evaluation models and frameworks currently used in 

health informatics. Standardization and cross-cultural instrument validation [2] in the 

creation of relevant models and frameworks is paramount. Such an approach would

ensure that safe, reliable and efficient technological solutions are purchased and 

implemented appropriately in healthcare settings. The objective of this paper is two-fold: 

1) to classify models and frameworks published between the years 2010-2020 according 

to their level of evaluative focus, 2) to identify the countries where these models and 
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frameworks have been employed for the purpose of evaluation of HIS and HIT, using 

the International Medical Informatics Association (IMIA) Represented Regions [3].

2. Methods

A scoping review following the Arksey and O’Malley methodology [1] was conducted 

in the EBSCOhost CINAHL�, Web of Science�, IEEE Xplore� and PubMed�
databases. The keywords utilized were “evaluation AND (framework OR model OR

theory)” AND "health information system.” Prior to screening the articles, the 

researchers defined the terms model and framework. This was done to support consistent 

screening of the articles. Models identified key concepts and their relationships (in the 

context of systems) and were conceptualized as “the experiences, reflections and insights 

of scholars and practitioners” [4]. Frameworks were defined as “organizing structures 

that may be developed into models or theories over time” [4]. Following this, two 

researchers applied the inclusion and exclusion criteria (Table 1), screened the titles and 

abstracts of each article using Covidence®. A third researcher resolved the differences

of opinions in article selection and then a full text review of all remaining articles was 

completed. Lastly, a market level analysis was conducted and the data extracted (Table 

3) from the articles was categorized according to: country of use, IMIA represented 

region [3], level of evaluative focus (Table 2).

Table 1. Inclusion and exclusion criteria

Inclusion Exclusion
English articles

Published between 2010-2020
Article abstract present

HIS or HIT as an intervention with an evaluative 
component that:

a) Used a model or framework to evaluate a technology

b) Developed a model or framework to evaluate a 
technology  

c) Tested a model or framework to evaluate a

technology

Language other than English

Published outside of date parameters
Article abstract absent

Editorials and literature reviews that lacked an
evaluative component that focused on:

a) Clinical or organizational outcomes

b) Patient risk factors and health conditions
c) Surgery

d) Medical devices

e) Databases or data extracted from a database

Table 2. Definitions for micro, meso, macro and multi-levels of evaluative focus [5-8]          

Level of 
evaluation

Micro Meso Macro Multi

Definition Evaluation of 

individual users 

interacting with 
technologies. 

Users interacting as 

a team, group or 

organization using 
technologies within 

an organization. 

Health system or 

inter-

organizational 
level interactions 

using 

technologies.

Users interacting with 

and using technologies 

from micro, meso and 
macro perspectives. 

3. Results

The initial search yielded 363 articles, 78 duplicates were removed, resulting in 285 

articles screened for inclusion. From there 215 articles were excluded as they did not 

meet the inclusion criteria (Table 1), 70 articles were read in full for inclusion and 17 
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were excluded as they did not satisfy the inclusion criteria. The remaining 53 articles 

were then reassessed for inclusion and during the data extraction, phase 11 articles were 

excluded. These articles were excluded as they represented editorials or literature 

reviews that summarized the state of the literature but did not propose recommendations 

to address models or frameworks in HIS and HIT. The screening process of the scoping 

review was iterative and resulted in a final inclusion of 42 articles. As this was a review 

of existing publicly available literature, an ethics consult was not required. Some 

limitations of the study include that findings were guided by the search terms and were 

limited to articles in the English language only, therefore other relevant articles may have 

been omitted from the review based on this criteria.

Table 3. Categorical findings of market level analysis

Level Classification Country of Origin IMIA Regions [3]

Micro-

level

2 Frameworks

[10,11]

0 Models

Indonesia [10], Netherlands [10] Asia Pacific [9], European

[10]

Meso-

level

9 Frameworks [12-

18,22,23]

4 Models [11,19-21]

France [11,15], Germany [12,17],

Austria [12], Canada [13], Indonesia

[14], Botswana [16], South Africa
[18], Argentina [19], Australia [20],

Finland [21], India [22], Cyprus [23]

European [11,12,15,17,21,

23], North America [13],

Asia Pacific [14,20,22]
African Region [16,18]

Latin America and the 

Caribbean [19]

Macro-

level

18 Frameworks [24-

27,29-31,33-37,39-

44]

4 Models

[26,28,32,38]

Pakistan [24], Brazil [25], Ireland

[26], Tanzania [27], United Kingdom
[28,40], Sub-Saharan Africa [29],

Somalia [30], Australia [31], India

[31], Portugal [32], United States of 
America [33], France [33,45], Canada

[33,44], Cyprus [34], Iran [35,36 ],

Columbia [37], Libya [39], Sweden

[40]

Asia Pacific [24], Latin 

America and the Caribbean
[25,37], European

[26,28,32-34,40], African 

Region [27, 29,30,39], Asia 
Pacific [31], North America

[33,44], Middle East and 

North Africa [31,35,36]

Multi-

level

6 Frameworks [45-

50]

0 Models

France [45], Canada [50] European [45], North 

America [50]

The results of the market level analysis (Table 3) indicated that: 50% of the studies 

applied a macro-level analysis, 31% utilized a meso-level perspective, 14% used a multi-

level approach and 5% assessed HIS and HIT from a micro-level lens. The two articles 

[10,11] that contextualized HIS and HIT evaluation from a micro-level analysis came 

from the Asia Pacific and European IMIA represented regions [3], whereas meso and 

macro-level evaluations were dispersed across many diverse IMIA regions [3]. Of the 

multi-leveled articles, only two articles [45,50] utilized IMIA regions [3] in their 

analysis. The remaining four articles represented literature reviews that assessed HIS and 

HIT but did not specify a country or IMIA represented region [3].

With a collective total of 35 frameworks and eight models, the prominent theme and 

approach to evaluative design was the framework. However, as evidenced by O’Leary 

and colleagues [26], a holistic approach utilizing a model and a framework may be a

more efficient and effective method. The findings revealed the need for comparability, 

when assessing HIS and HIT from various perspectives to ensure safety, usability and 

institutional applicability. However, this field is complex and evaluators must be 

cognizant of issues that exist in comparing differing nations and jurisdictions. Cultural,
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social factors (e.g. language, time period, health literacy) and geographic customs [2]

may alter the interpretation of the research questions and the overall success of the 

evaluation. Moreover, ignoring these diverse factors could impede the integrity and

generalizability of frameworks or models, as each consideration may have direct 

influence on the outputs and approach to data collection.

4. Conclusion

In this scoping review, we have seen a range of models and frameworks that evaluated 

technology in healthcare settings. As evidenced by the heterogeneity of evaluative design 

and approaches currently used in health informatics, there is a need for more adaptive 

methods to HIS and HIT evaluation. To satisfy this critical gap in HIS and HIT

assessment, future models and frameworks could be designed to incorporate patient, 

physician and caregiver journey mapping activities [51]. Additionally, a focus on clinical 

workflow, human factors (e.g. human information processing capabilities and 

limitations) and usability engineering could improve the safety and adoption of 

interactive clinical systems. An appropriate set of criteria (e.g. framework or model) 

could not only guide HIT implementations but could be leveraged to evaluate clinical 

systems at various stages of their system development life cycle (SDLC) [52]. As 

healthcare organizations are highly complex environments, integrating iterative usability 

testing into HIS and HIT assessment tools may be prudent. Furthermore, designing 

evaluative schemas from a socio-technical, cognitive [5] and organizational cultural 

approach may result in more effective HIS and HIT evaluation. Although, dynamic 

framework and model creation from a holistic and multifactorial lens could be 

challenging, such an approach may be the only feasible solution to adequately assess the 

fluid influx of technological innovation in healthcare. A dynamic evaluative approach 

could ensure that safe and usable technologies are procured and implemented into 

healthcare settings. Human centric, standardized and generalizable evaluative tools hold 

tremendous promise for improving healthcare service delivery, patient safety and the 

global health system.
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Abstract. Digital technologies have the potential to improve the quality of nursing 

care. CARE REGIO is a Bavarian joint research project for digital transformation 
and technology in nursing care. The project goals are supporting the nursing staff, 

saving time, improving the quality of care as well as increasing the quality of life 

and safety of those in need of care. In Phase 1 of the project, literature and 
stakeholder analyses, and qualitative surveys were carried out. Subsequently, central 

fields of action were defined for Phase 2 of the project. CARE REGIO can make a 

significant contribution to evaluating existing digital solutions, developing new 
solutions, and accelerating their implementation into practice. 

Keywords. Digitization, nursing care, care transition report, assistive systems, care 

data lake, nursing wiki 

1. Introduction 

Digital technologies have the potential to improve the quality of nursing care and make 

work processes more efficient. In its "State of the World's Nursing Report - 2020" [1], 

the World Health Organization (WHO) urges that the opportunities offered by digital 

health technology should be leveraged. The widespread use of technologies in nursing 

care still faces major challenges, such as financial hurdles, the lack of technically 

oriented training for caregivers, ensuring data privacy and data security, and the fear of 

losing one's job [2,3]. Currently, the use of isolated technical solutions prevails in 

German-speaking countries, which results in considerable additional administrative 

work for nursing staff [4]. When dealing with patient data, it is of the utmost importance 

to handle the collected patient-relevant data in a manner that complies with data 

protection regulations [5]. The CARE REGIO project aims to promote the digital 
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transformation of care by implementing and evaluating broad and collaborative efforts. 

The project network consists of the three Bavarian Universities of Applied Sciences of 

Augsburg (UAA), Kempten (UAK) and Neu-Ulm (UAN), as well as the University of 

Augsburg (UA) and the Augsburg University Hospital (AUH). The project is funded by 

the Bavarian State Ministry of Health and Care (StMGP) and will take place in two 

phases: The goal of the one-year Phase 1, which was completed in September 2020, was 

to identify suitable fields of action through literature and market analysis, as well as 

through the project's own surveys, interviews, process and stakeholder analysis. The 

steps and results that led to selected central fields of action are presented below. 

2. Methods 

2.1. Qualitative Expert Interviews 

Qualitative surveys were conducted at AUH and three cooperating nursing facilities. The 

focus was on the transfer of care data, the technical equipment for data transfer, and the 

communication servers used. Furthermore, the experts were asked about the education 

and training behavior of nurses. Specifically, if self-directed (online) learning could 

achieve better learning results than existing offline approaches. Corresponding 

guidelines for the interviews were created. In addition, a market analysis was conducted 

for digital learning offerings in the nursing context. The (technically focused) survey in 

the AUH focused on a query of the status quo concerning the nursing documentation 

systems and communication servers used. Basic requirements, wishes and concerns 

regarding partial digital automation of the care transition report (CTR) were also 

inquired. The survey of the cooperating care facilities focused on currently used data 

transfer systems, the respective service providers/vendors, currently used data formats, 

and existing interoperability standards. Likewise, future planned new acquisitions and 

changes were inquired. 

Another independent series of interviews was conducted with two experts, which 

accompanied participants in a test series in which ten outpatient seniors tested a device-

supported leg training for fall prevention over two weeks. For the survey, an interview 

guideline was developed in which facilitating factors and obstacles regarding the 

feasibility (implementation) and acceptance of leg training and an app-based assessment 

of fall risk were asked [6]. The expert interviews were evaluated using a qualitative 

content analysis based on Mayring [7]. 

2.2. Analysis of the Patient Transition Process 

In a process analysis, the patient transfer process at the AUH was analyzed. The internal 

clinical processes and the processes in connection with the external facilities were 

examined. The goal was to determine the current status of the processes and to derive 

potentials for process improvement. Therefore, clinic staff and staff from external 

facilities were interviewed. The interviews were conducted and recorded using an 

interview guide. The results were then evaluated using qualitative methodology 

according to Mayring [7], and a process model was created from the results using 

Business Process Management Notation (BPMN 2.0). In a stakeholder analysis, the 

stakeholders significantly involved in the transition of the CTR were considered to record 

or define initial requirements and the resulting benefits. 
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3. Results 

3.1. Qualitative Expert Interviews 

The survey on the transfer of care data in three nursing facilities and the AUH determined 

that the transfer of nursing-relevant patient data from the analogous transfer forms to the 

electronic documentation is associated with a high time expenditure. As a guideline, 

"over 30 minutes" was mentioned. All of the facilities surveyed in the technically focused 

interviews used different systems for internal data transfer. External digital 

communication of nursing data did not take place as there is no data protection-compliant 

connection. According to the current status, data is transferred in advance by telephone 

and then only in printed form or as a fax. According to the respondents, a completely 

digital solution would mean significant added value for nursing care in the medium to 

long term, including reduced administrative effort and better preparation. Therefore, all 

facilities were in favor of an automated, electronic exchange of care data integrated into 

the respective documentation systems. 

In the interviews about digital learning offerings in the nursing context, the potential 

success was deemed considerable and potentially larger with younger than older 

employees. Market analysis revealed that there is currently no project with a 

comprehensive digital compendium, a so-called ‘nursing wiki’. Corresponding German-

language sources are currently hardly available, outdated, or no longer accessible. 

In the qualitative analysis of the expert interviews regarding assistive systems for 

fall prevention, the following results could be identified: The technology-assisted 

movement training was well received. With regard to usability, the ease of use of the 

technical movement trainer was cited as a beneficial factor. Another advantage from the 

point of view of an expert was that the test persons could exercise in a seated position, 

so that the risk of injury can be minimized even without supervision. The adjustability 

of the pedaling resistance and the choice of speed allowed subjects to adapt the workout 

to their individual performance level and increase it gradually, which can also be 

considered a facilitating factor. Limited space in the participants' own homes was cited 

as a potential barrier. In addition, transporting the device was considered too difficult for 

older people without assistance due to its weight. 

3.2. Analysis of the Patient Transition Process 

One significant result of the process analysis was that there are many media 

discontinuities in the transition process, which means that work has to be repeated. 

Ambiguities regarding the responsibility of certain tasks can be more clearly regulated 

in a digitally recorded process. A process model was created with BPMN 2.0. The 

process modeling showed that there would be valuable opportunities for process 

optimization with regard to the way data and information are exchanged. In a subsequent 

analysis of the 'high-level activities', which focused on the transition of the CTR, it was 

possible to define possible requirements. These included automatic or manually 

confirmed data import and the ability to structure, filter, and search the data. In a 

stakeholder analysis, it could be shown that each stakeholder group could benefit from 

the digitization of the CTR. 
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4. Discussion and Future Directions 

The surveys on the topic of patient discharge and transition management revealed a 

currently high time expenditure in the preparation of CTR and subsequent transition of 

patients. Furthermore, a lack of suitable software and interfaces for cross-sector digital 

communication was identified. The need to comply with data protection guidelines was 

also recognized. Accordingly, time savings are also a key funding factor following 

successful conversion to digital processes. In assistive systems and care transition, the 

high financial, time and personnel costs involved in implementation were mentioned as 

existing obstacles. The expert interviews and process analysis revealed issues, both for 

facilitating processes and the existing hurdles and obstacles. This applies in particular to 

the opportunities and hurdles identified in the area of digitization of discharge and 

transfer management and assistive technologies for fall prevention [3,8]. 

Following our analysis and surveys, the central fields of action for further work in 

Phase 2 were identified and narrowed down based on the results. In addition to the cross-

cutting issue of scientific support (including data protection and ethics), the project has 

decided on the following key fields of action for Phase 2 of the project: Digitization of 

the CTR, assistive systems (in fall prevention), an online training and continuing 

education offering (‘nursing wiki’), and a digital care research database (a nursing data 

lake) to increase the synchronization of data collection and transfer (interoperability and 

standardization) between care facilities. An important aspect that has hampered the 

sustainable use of similar projects is the networking of nursing processes at the data level. 

CARE REGIO, therefore, intends to make use of the German Telematics Infrastructure 

[9] and thus enable a secure and legally compliant form of documentation and forwarding 

of patient-relevant data in the field of nursing. Project developments will be made 

accessible and will be distributed through Open Access (e.g., ‘nursing wiki’) and/or 

Open Source in terms of software-related advancements. 
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Abstract. In this demo, we provide an overview of the digital platform ADHERA 

CARING which has been used for an intervention designed for emotional and self-

management support of caregivers of children receiving growth hormone treatment 
(GHt). ADHERA CARING provides tailored emotional and self-management 

support to caregivers of children undergoing GHt to improve adherence to treatment 

through positive education, personalized motivational messages, and emotional 
support.  This digital intervention has already been piloted in a clinical setting as 

part of an ongoing feasibility clinical study (NCT04812665). 

Keywords. Digital Health, Growth Hormone, Behavioral Intervention, Caregiver 

1. Introduction 

Adherence to growth hormone treatment (GHt) among children is variable and remains 

a problem [1]. Prior research has been looking into digital health tools to support GHt 

treatment [2], that includes mobile applications [3], and more advanced digital health 

ecosystems that integrate mobile solutions with connected injection devices [4]. One of 

the key stakeholders to be supported are the caregivers, normally parents, of children that 

require long term pharmacological treatment since research shows the negative impact 

of stress on adherence and overall quality of life [5]. In this paper, we present a study 

exploring the feasibility of a mobile digital intervention for emotional and self-

management support of caregivers of children receiving GHt. The intervention relies on 

a digital health platform powered by a Health Recommender System [6]. 
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2. mHealth-based digital intervention 

ADHERA CARING provides tailored emotional and self-management support to 

caregivers of children undergoing GHt to improve adherence to treatment through 

positive education, personalized motivational messages, and emotional support. Users 

follow an empowerment program with easy-to-digest educational, personalized, and 

actionable content included for them, and also perform mental well-being activities. 

Whenever a unit is tagged as read, its icon turns green to reflect the progress (Figure 1-

A). Within each category, the last educational unit is a quiz (Figure 1-B). 

Motivational messages are delivered into an inbox in the app (Figure 1-C). Every 

time the app receives a new message, a push notification is triggered so that the user can 

access the message directly. Messages can be rated by users with a score from 1 to 5 

stars. Messages are delivered by a health recommender system [6]. This algorithm works 

in two steps. The first step is a knowledge-based algorithm to filter incompatible 

messages with the user profile. The remaining messages are then passed to a 

collaborative filtering algorithm, that uses the demographic profile and the user ratings 

to compute a similarity measurement between the user profile and each message. 

 

Figure 1. Screenshots of ADHERA CARING Platform 

The mental well-being module (Figure 1-D) includes two exercises: ‘Mindful 

breathing’ and ‘Self-compassion meditation’. These are audio-guided sessions that users 

can complete at their convenience. Before and after each session, the user is asked to 

complete a well-being assessment (Figure 1-E). 
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Abstract. Publicly shared repositories play an important role in advancing 
performance benchmarks for some of the most important tasks in natural language 

processing (NLP) and healthcare in general. This study reviews most recent 

benchmarks based on the 2014 n2c2 de-identification dataset. Pre-processing 
challenges were uncovered, and attention brought to the discrepancies in reported 

number of Protected Health Information (PHI) entities among the studies. Improved 
reporting is required for greater transparency and reproducibility. 

Keywords. Natural language processing, NLP, i2b2, de-identification 

1. Introduction 

Removing identifying information from data sources is defined as de-identification, 

where the goal is to make re-identification of individuals impossible. For healthcare, data 

privacy and security are the primary concerns. In this regard, a number of legislative 

guidelines exist in many territories around the world. For instance in USA, where Health 

Insurance Portability and Accountability Act (HIPAA) mandates that certain direct 

identifiers and quasi-identifiers, aptly named Protected Health Information (PHI), be 

removed from any health data before such data is shared. In Europe, the General Data 

Protection Regulation (GDPR) provides similar guidelines to protect the data of citizens. 

For most datasets, a typical de-identification pipeline includes removing direct 

identifiers such as IDs or email. Even after these are removed, the data may still contain 

quasi-identifiers such as the date of birth. Therefore, an anonymization process is 

required to transform the data in order to reduce the risk of disclosure. For structured 

data, this process can be straightforward, for example by using statistical methods to 

reduce the risk of re-identification, e.g, by generalization or suppression. 

In contrast, unstructured data, such as clinical text, requires more complex methods 

to reduce disclosure risk. There is an abundance of unstructured clinical text that could 

help shed light on some of the most key healthcare challenges today. In view of this 

important problem, a challenge to promote and disseminate natural language processing 

(NLP) methods for de-identifying clinical notes was launched in 2006, by Informatics 

for Integrating Biology and the Bedside (i2b2) [10], now called n2c2. Since then, the 

task has generated wide interest, and different research groups continue to work on 

improving performance. Even though much has been published on this topic, we still 
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lack an overview of the progress. This study reviews some of the recent work on the 

topic. 

2. Methods 

A search was conducted for studies that had used the 2014 i2b2 de-identification datasets 

for benchmarking their new algorithms. The search string used variations of the core 

string "i2b2 AND de-identification". This excludes studies that participated in the 

challenge itself, and only includes studies conducted in the past five years (2017 - 2021). 

Search on Google Scholar, PubMed, IEEE and ACM were conducted. Studies that did 

not fully describe the properties of the data were excluded, for instance, if they did not 

provide the PHI entity numbers after pre-processing. 

The following data items were collected: (i) methods used, (ii) data properties 

(number of PHI entities), and (iii) performance data. In addition to this data, it is also 

noted if each respective study publishes its code in a public repository. 

3. Results 

Based on the search hits, duplicates were screened out and 9 studies that met the selection 

criteria were included in this study. Results of the data properties are shown in Table 1, 

where we can observe only two studies that agree on the number of PHI entities for some 

of the HIPAA categories (bold print). The rest of the studies ended up with varying 

number of entities based on the same i2b2 dataset. 

Table 1. Counts of entities as a total (*or just the test set) datasets as reported in the studies. 

PHI [1] [2]* [3]* [4] [5] [6] [7] [8] [9] 
DATE 12482 4951 4980 - - 12468 12381 12473 12532 

NAME 7348 4131 2883 - - - 7258 7361 4839 
AGE 1997 - 764 - - 1991 2028 1997 790 

CONTACT 541 171 218 - - - 610 541 419 

ID 1506 576 625 - - 1039 1549 1506 1126 
LOCATIO
N 

4580 1177 1813 - - - 3986 4578 3001 

PROFESSI
ON 

413 - 179 - - - 420 413 340 

All entities 28867 10861 11462 28872 26787 28862 28205 28869 23047 

Disregarding these discrepancies in number of entities, the reported performances 

are shown in Table 2. From the table, performance measured by F1, improved from a 

2017 high of 0.983 [1], to a high of 0.985 [2] in 2021. However, because of the different 

evaluation methods, this improvement cannot be taken at face value. Studies used 

different evaluation methods, from token-based binary [1,6,7,8] classification to entity 

classification based on HIPAA PHI [5,9]. 

In terms of methods, all the studies were deep learning-based, and invariably used 

bidirectional long-short term memory (Bi-LSTM), Conditional Random Fields (CRF) 

and Gated recurrent units (GRU). With these base methods, studies developed multiple 

innovative ensemble methods through voting mechanisms [3], stacking [3,7] and novel 

attention mechanisms based on transformer models [7, 8], and use of rule-based methods 

and dictionaries [1, 2, 9]. 
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Table 2. Performance as reported in the studies, and the respective methods used. 

Study Precision Recall F1 Evaluation Code Methods used 
[1]2017 0.993 0.973 0.983 Binary 

token 

no Bi-LSTM, CRF, rule-based 

[9] 2017 0.983 0.973 0.979 HIPAA PHI Yes Bi-LSTM, CRF, dictionaries 
[6] 2018 0.989 0.972 0.981 Binary 

token 

No Bi-GRU 

[8] 2019 0.990 0.983 0.987 Binary 
token 

No Bi-LSTM, CRF, transformers 

[3] 2020 - - 0.959 Strict entity No Bi-LSTM, CRF, voting, stacking 

[7] 2020 0.980 0.984 0.982 Binary 
token 

Yes Bi-GRU, GRU-LSTM, stacking, 
self-attention 

[2] 2021 0.979 0.992 0.985 - No DL, iterative fine-tuning, 
dictionaries 

[4] 2021 0.947 0.918 0.933 Strict entity No Bi-LSTM, CRF, n-gram moving 

window 
[5] 2021 0.839 0.818 0.828 HIPAA PHI No Bi-LSTM, CRF 

4. Discussion 

Perhaps the most unexpected finding was the large discrepancies in the reported number 

of PHI entities. It appears the problem stems from the need to re-format the original 

datasets, to satisfy the input format requirements for specific algorithms. This re-

formatting or pre-processing during a typical de-identification pipeline, appear to yield 

significantly different results for each study. Therefore, it is difficult to measure the 

overall performance improvements if the data are not consistent. This is a key point since 

most reported improvements will only be small fractions of a percent. Even small 

discrepancies in test datasets will skew results. 

This problem stems from the very nature of the dataset, which is generally 

considered sensitive and requires individuals to sign non-disclosure agreements. 

Therefore, the data or respective transformations into new data formats cannot be 

uploaded to the Internet. One solution could be to ask the data proprietor to update the 

repository with new updates on data formats. This could be useful since multiple studies 

reported minor errors in some annotations. 

In terms of performance, different studies use different evaluation methods, and this 

has a large effect on the overall results, and makes it difficult to compare results across 

studies. While there is debate regarding the best evaluation method, it could be beneficial 

if multiple evaluation methods were used and reported. So far, however, the general 

reporting appears insufficient, since some studies are not specific about the evaluation 

methods used. Further, most of the studies provided neither the algorithm code nor the 

evaluation script. It is therefore nearly impossible to reproduce their work. This is 

especially important because there are many implementations of an algorithm, and small 

variations of an algorithm can have a significant impact. In addition, there are multiple 

combinations of hyper-parameters, and optimization processes were never reported. 

Advancement of scientific knowledge depends on full disclosure of such information, 

but only two studies provided a code repository [7, 9] of their work. 

Turning to the methods used, a possible explanation for the common use of deep-

learning is the scientific progress in the field, especially with the development of 

contextual embeddings and large language models like BERT [12]. These developments 

have changed the game for NLP, and much of emerging new innovation centers around 

their use. However, it is interesting to note the use of dictionaries, where some studies 
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use rule-based systems combined with deep learning algorithms as part of a whole system 

[1], or as part of a post-processing step. 

5. Conclusions 

While interest in this de-identification task appear to continue to increase, there are still 

challenges that distract the scientific community from fully realizing the ideals of shared 

datasets. Perhaps prioritizing better reporting and full code-sharing could be a starting 

point. This is an important step for reproduction of work and to make further scientific 

progress by building on current knowledge. 
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Abstract. The objective of this study was to establish a machine learning model and 

to evaluate its predictive capability of admission to the hospital. This observational 
retrospective study included 3204 emergency department visits to a public tertiary 

care hospital in Greece from 14 March to 4 May 2019. We investigated biochemical 

markers and coagulation tests that are routinely checked in patients visiting the 
Emergency Department (ED) in relation to the ED outcome (admission or 

discharge). Among the most popular classification techniques of the scikit-learn 

library through a 10-fold cross-validation approach, a GaussianNB model 
outperformed other models with respect to the area under the receiver operating 

characteristic curve. 

Keywords. emergency department, machine learning, artificial intelligence, critical 
care, patient admission, decision support, scikit-learn 

1. Introduction and Background 

A frequently encountered issue in any Emergency Department (ED) is critical 

overcrowding that leads to the exhaustion of emergency medical resources. This 

challenge, still present and exacerbated during the COVID-19 pandemic [1], stems from 

complex causes. Overcrowding in ED is associated with increased medical errors, 
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increased waiting time, less favorable outcomes, and decreased patient satisfaction [2]. 

The number of ED visits in the USA increased from 128.97 million to 144.82 million 

between 2010 and 2016. Expressed as a population rate, ED visits per 1000 persons rose 

from 416.92 in 2010 to 448.19 in 2016 [3] and continues to increase faster than the 

population growth [3]. With the introduction of the electronic medical record (EMR) 

system, ED staff is confronted with a continuously increasing volume of data and 

information for each patient, including past ED visits and medical notes, previous 

laboratory results, and diagnostic imaging reports, and this results in overwhelming the 

capacity to manage and/or make use of it [4]. 

In the ED context, the medical personnel have to decide by proceeding rapidly in 

interpreting clinical data to classify patients and predict outcomes. This is fundamental 

to the emergency department (ED) clinical decisions and has a direct impact on cost, 

efficiency, and quality of medical care [2]. 

There do exist significant potential tools for improvement in ED decision-making 

through the application of Artificial Intelligence [5]. Machine learning (ML) can help 

predict admission to a hospital from the ED using variables collected as part of routine 

ED care. ML tools are cost-effective and may be used to help ED personnel make faster 

and more appropriate disposition decisions, decrease unnecessary testing, and alleviate 

ED crowding [4-6]. 

This study aims to present a low-cost ML approach, based on ED data and laboratory 

exams, that may contribute to the medical decision for patient hospital admission, further 

improving access to treatment and quality of care. 

2. Materials and Methods 

This observational retrospective research was conducted in the ED of a public tertiary 

care hospital in Greece and has been approved by the Institutional Review Board of 

Sismanogleio General Hospital (Ref. No 15177/2020, 5969/2021). The raw data was 

retrieved from a standard Laboratory Information System (LIS) and a hospital 

information system (HIS). After that, the data was processed by a DBMS software by 

running multiple SQL queries. For the machine learning part, we used scikit-learn [7], 

an ML library for Python. During the period (14 March – 4 May 2019), 3,204 ED visits 

were recorded. We investigated biochemical markers and coagulation tests that are 

routinely checked in patients visiting the ED in relation to the ED outcome (admission 

or discharge). The data set includes the following variables: serum levels of Urea 

(UREA), Creatinine (CREA), Lactate Dehydrogenase (LDH), Creatine Kinase (CPK), 

C-Reactive Protein (CRP), Complete Blood Count with differential, including white 

blood cells (WBC), neutrophil count (NEUT%), lymphocyte count (LYM%), 

hemoglobin (HGB), and platelets (PLT),  Activated Partial Thromboplastin Time 

(aPTT), D-Dimer, International Normalized Ratio (INR), age, gender, ambulance use 

(Ambulance), triage disposition to ED unit and ED outcome (admission or discharge). 

Our binary classification problem is considered with two classes of patients who 

visit the ED, i.e., those patients who are admitted and the rest who are discharged. We 

evaluated the most popular classification techniques (Logistic Regression, Linear 

Discriminant Analysis, k-nearest neighbors, Gaussian Naive Bayes, Decision Tree, 

Random Forest, Bagging classifier, C-Support Vector, XGBoost, LightGBM, Gradient 

Boosting, Multi-layer Perceptron) of the scikit-learn library through a 10-fold cross-
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validation approach, which was applied to avoid overfitting. Missing values were filled 

in using the SimpleImputer method. 

One-hot Encoding (OHE) was used for converting categorical features (gender, 

triage disposition to ED unit, ambulance use, and ED outcome) to numerical features.  

Finally, to improve the performance of the final model, we applied a correlation-

based feature selection method by evaluating the relationship between each input feature 

and the target variable (ED outcome). Based on the feature selection process, the 

numerical variables CPK, aPTT, INR, and PLT were excluded from our analysis since 

they had the smallest correlation with the ED outcome variable (after OHE). 

The performance metrics of the ML techniques that were evaluated in this study 

were the following:   

-Precision (sklearn.metrics.precision_score): The precision is the ratio TP / (TP + 

FP), where TP is the number of true positives and FP is the number of false positives. 

The precision refers to the classifier's ability not to categorize as positive a sample that 

is negative [8].  

-Recall (sklearn.metrics.recall_score): The recall is the ratio TP / (TP + FN) where 

TP is the number of true positives and FN is the number of false negatives. The recall 

refers to the classifier's ability to find all the positive samples [8].  

-f1 score (sklearn.metrics.f1_score): The F1 score can be interpreted as a weighted 

average of the precision and recall, with the best value being 1 and the worst being 0 [8].  

-Accuracy classification score (sklearn.metrics.accuracy_score): Classification 

accuracy is a metric that measures a classification model's performance by dividing the 

number of correct predictions by the total number of predictions. 

-Balanced accuracy score (sklearn.metrics.balanced_accuracy_score): The 

balanced accuracy in binary and multiclass classification problems to deal with 

imbalanced datasets. It is defined as the average of recall obtained in each class [9]. 

-ROC AUC (sklearn.metrics.roc_auc_score): Compute Area Under the Receiver 

Operating Characteristic Curve from prediction scores [10]. 

3. Results 

Among the different classifiers that were evaluated through 10-fold cross-validation, 

a GaussianNB model with var_smoothing=2e-6 outperformed other models with respect 

to ROC AUC.  The GaussianNB model that implements the Gaussian Naive Bayes 

algorithm for classification [11] was built and optimized on the open-source Python 

toolkit scikit-learn. The likelihood of the features is assumed to be Gaussian:  

 

The parameters  and are estimated using maximum likelihood, and the 

parameter var_smoothing is a stability calculation that widens the curve to accommodate 

more samples that are further away from the distribution mean. 

The performance metrics of the GaussianNB model are presented in the following 

table (Table 1). 

Table 1. Performance metrics of the GaussianNB model (10-fold cross-validation) 
 Precision Recall f1 score Accuracy Balanced 

accuracy 
ROC AUC 

GaussianNB 0.739 0.629 0.603 0.701 0.629 0.806 
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4. Discussion 

Disposition decisions in the Emergency Department by triage physicians are often 

difficult, especially in cases with medium- or low-severity medical problems. The final 

physician’s clinical judgment, sometimes biased, as well as social and safety issues, 

determines the decision to admit or discharge a patient referred to the ED. Machine 

learning techniques are increasingly applied in emergency medicine, especially for 

diagnosis and outcome prediction, supporting medical decision-making and potentially 

improving patient care [5, 6]. Still, there are some limitations in their use in routine 

clinical practice [12]. 

In the present study, we examined the performance of different ML models to predict 

emergency department disposition based on a multitude of readily available laboratory 

data. Among the most popular classification techniques of the scikit-learn library through 

a 10-fold cross-validation approach, a GaussianNB model outperformed other models 

with respect to area under the receiver operating characteristic curve and showed 

promising potential in assisting with predicting admission to the hospital. 

This study's limitations were a relatively short time period examined, the fact that 

all patients’ data came from a single study center, and the limited explainability of the 

proposed ML model. In future studies, additional data will be added by including patients 

from longer periods than the current study; however, the key take-away message is that 

physicians can be familiarized with ML techniques by presenting to them, retrospectively, 

the performance statistics of such models and allowing them to reflect on the prospect of 

harnessing existing data to compare admission rates over time and on the extent to which 

existing hospital protocols may be subject to human factors. 
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Abstract. Diabetic foot ulcer (DFU) is a chronic wound and a common diabetic 

complication as 2% - 6% of diabetic patients witness the onset thereof. The DFU 
can lead to severe health threats such as infection and lower leg amputations, 

Coordination of interdisciplinary wound care requires well-written but time-

consuming wound documentation. Artificial intelligence (AI) systems lend 
themselves to be tested to extract information from wound images, e.g. maceration, 

to fill the wound documentation. A convolutional neural network was therefore 

trained on 326 augmented DFU images to distinguish macerated from unmacerated 
wounds. The system was validated on 108 unaugmented images. The classification 

system achieved a recall of 0.69 and a precision of 0.67. The overall accuracy was 

0.69. The results show that AI systems can classify DFU images for macerations 
and that those systems could support clinicians with data entry. However, the 

validation statistics should be further improved for use in real clinical settings. In 

summary, this paper can contribute to the development of methods to automatic 
wound documentation. 

Keywords: Clinical Decision Support System, Health Information Technology, 

Diabetic Foot Ulcer, Image Classification, Wound Care, Transfer Learning, 

Convolutional Neural Networks 

1. Introduction 

Diabetes mellitus has a high prevalence and is a global health threat. Among diabetic 

patients, 2% - 6% of them witness the onset of a diabetic foot ulcer (DFU). The IWGDF 

defines a DFU as "an infection, ulceration, or destruction of tissues of the foot" of 

diabetic patients [1]. DFU  is a severe late-stage complication of diabetes as it can lead 

to pain, immobility, infection, and even foot and lower leg amputations. Short-term 

wound characteristics may indicate delayed healing, such as peri-wound skin 
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maceration [2]. Thus, information about the maceration status is essential for planning 

the wound care and the dressing strategy for health professionals. 

In this context, maceration status is part of standardized interdisciplinary wound 

documentation [3]. The importance of wound documentation correlates with the efforts 

required to enter and update information. As wound images are easy to obtain and are 

usually taken by the health care provider anyway, they lend themselves to be used as a 

data source for automatic detection. For example, AI systems were employed to detect 

necrotic tissues or infection status of a wound in images [4]. 

Against this background, particularly the need for digitally supported documentation 

and the relevance of wound macerations for planning and conducting wound care, this 

study investigates the automatic classification of DFU images. The main objective is to 

train an AI system and evaluate its performance. 

2.  Methods 

For this study, we collected 416 wound images that were part of the wound 

documentation at the Wound Care Center of Christliches Klinikum Melle Germany, a 

specialized in- and outpatient clinic for patients with DFU. The data preprocessing 

consisted of two steps. First, the wounds in the images were annotated using bounding 

boxes, which are frames around the DFU in an image indicating its location. Second, we 

cropped all DFUs in the images using the bounding box plus 75 pixels as an additional 

margin. This processing led to 434 images, each showing a single DFU; eleven images 

contained two, and one image showed three ulcers. Then, the 434 cropped images were 

classified regarding the maceration status by two health professionals, a physiotherapist 

and a wound specialist from Christliches Klinikum Melle.  

The image classification system relied on the MobileNetV1 model, a convolutional 

neural network (CNN) for image classification. A key feature of MobileNetV1 among 

compared to other CNN arcitectures is the flexible adaption of its size to control the 

complexity of the system which we utilized in this study. The model training used the 

pre-trained weights based on the imagenet dataset, an open image database used for AI 

development and benchmark, thereby model training uses a transfer-learning approach. 

The input images were scaled to 224 by 224 pixels (plus three color channels). The top 

layer of the MobileNetV1 model was replaced with two fully connected layers and a final 

sigmoid output layer. The final model had 847,014 parameters. 

Out of these 434 images, a random subset of 326 images (75%) served as the training 

set. The remaining 108 images formed the validation set (25%). We used a data 

augmentation pipeline for model training that randomly transformed the images before 

each training step to avoid overfitting. The pipeline rotated, sheared, and flipped the 

images horizontally and vertically. Additionally, the pipeline shifted the brightness 

randomly. To avoid overfitting, we also defined a dropout rate of 10% in all layers and 

an early stopping callback to stop training when there is no improvement on validation 

loss after 20 epochs. The model with the lowest loss was selected as the final model. The 

model was evaluated on the unaugmented validation set. A GPU (Tesla P100-PCIE-

16GB) served as the computational backbone for the model training which was 

performed using the Python version of the open-source software library TensorFlow 2.6.  
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Figure 1. Subset of training images with corresponding labels and an augmented example 

3. Results 

The model training showed convergence, and the callback triggered early stopping after 

93 training epochs. The monitored loss curves of the augmented training and validation 

losses showed the absence of overfitting. The final model yielded an F1-score of 0.71 on 

the 108 (unaugmented) validation images. This F1-score corresponds to a recall, also 

known as sensitivity, of 0.69 and a precision, also known as positive predictive value, of 

0.67. The accuracy was 0.69, and the area under the receiver operating curve was 

0.78. The images, the code of the training procedure, and the validation statistics are 

available online at [5]. 

4. Discussion 

This study presents a system for classifying macerations in DFU images using a transfer 

learning approach. The validation showed that among all images for which the system 

identified a maceration, 67% were correct (precision). Among the images showing a 

maceration, 69% were correctly identified (recall). In light of these results, systems using 

artificial intelligence technologies such as CNNs promise to support the recording of 

DFU information. The findings are in line with similar initiatives that investigate 

methods to classify DFU images automatically. For example, the DFU Classification 

Challenge reached a F1-score of 0.73 for classifying necrotic tissues and wound 

infections of DFU images [4], which is comparable to our F1-score of 0.71 for 

macerations. 

Although these validation statistics are promising for detecting macerations in DFU 

images from a scientific point of view, the overall accuracy of 69% is presumably not 

high enough for real clinical scenarios when used to automatically classify macerations. 

However, the current version can support semi-automatic recording by proposing the 

maceration status to a physician by pre-entering the information into the digital wound 

record, which the physician can accept or decline. Furthermore, the feedback from the 

physician could contribute to the continuous improvement of the CNN. 

When applying classification systems like the one presented here, the context in 

which it was developed is essential and must be considered. For example, in this study, 

wound images used for model training showed DFUs without wound dressings and were 

not covered with cremes or gels. However, when physicians neglect this context, this 

might lead to unreliable classification. Thus, besides communicating the system's 

validity to physicians, they must be informed about the system's features and limits.  
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This study has limitations. Images from a single DFU center were used, and the 

performance of the final model was validated using the validation set rather than an 

additional external test set. Internal validity showed satisfactory results. We tried to 

improve external validity by using transfer learning, data augmentation, dropout, and a 

sparse model to force the system to learn the general pattern of macerations [6]. Thus, 

we expect this model to generalize well. Before this system is implemented in wound 

documentation for clinical use, it should be validated on an expanded image dataset from 

other clinical centers. Additionally, the number of training images should be increased 

to further improve the validity of the system. 

In summary, the developed classification model showed satisfying validity for 

classifying wound images for macerations which must be further improved for clinical 

use in wound documentation to enable automatic wound documentation that promises to 

curtail the documentation time for clinicians. 
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Abstract. Literature suggests that the adoption of guidelines for antibiotic 

prescribing has a significant impact on improving prescription practices of 

physicians; thus, this study aimed to assess the effectiveness of computer-aided 
decision support systems (CA-DSS) on antibiotic prescribing among medical interns. 

A prospective before-and-after interventional study was conducted on 40 medical 

interns. The interns were asked to use the CA-DSS during a one-month internship 
course at the infectious disease department. The main outcome measure was the 

knowledge of medical interns regarding the type, name, volume, usual dosages, and 

administration route of antibiotics prescribed. Paired t-test was applied to assess the 
change of medical interns' knowledge before and after the study. There was a 

statistically significant difference between the mean score of interns' medical 

knowledge before 5.4±2 and after 9.1±2.8 using the CA-DSS (p= 0.000). CA-DSS 
as an IT-based training intervention was effective for the knowledge of medical 

interns to prescribe the right antibiotics for acute respiratory infections. 

Keywords. Antibiotic, Computer, Prescription, Respiratory tract infection 
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1. Introduction 

Acute respiratory infections are one of the major public health concerns [1] as well as 

one of the most important reasons for prescribing antibiotics in primary [2] and 

secondary care [3]. However, most of the prescribed antibiotics are reported as 

unnecessary and irrational worldwide [4]. Evidence indicates that unnecessary antibiotic 

prescription might be due to various reasons [5] such as lack of knowledge and failure 

to apply clinical guidelines reported among the major contributing factors in the 

unnecessary prescription of antibiotics in healthcare settings [6]. 

Therefore, developing targeted interventions in terms of training programs, clinical 

guidelines, and adopting state-of-the-art health information technology (HIT) is 

acknowledged as effective strategies to improve antibiotics prescription. There is 

increasing recognition that the education of medical students serves as one of the key 

approaches to combat the irrational prescription of antibiotics [7]. 

Given the rapid advancement of HIT and improvement of the digital knowledge and 

skills of students, instructors, and health professionals at healthcare settings, decision 

support systems (DSS) hold promises to promote knowledge and practice of rational use 

of antibiotics among physicians [8]. Adopting DSSs equip with antibiotics guidelines in 

a knowledge-base of an educational simulator can play a crucial role in improving 

medical students’ knowledge about rational prescription of antibiotics [9]. Since the 

implementation of these interventions often is accompanied by resources utilization (cost, 

time, effort, human resources), it is important to investigate to what extent they obtained 

the desired objectives [10]. Furthermore, researchers have emphasized on background or 

context in which the intervention is implemented (e.g., hospitals, users, stakeholders, 

culture), because the impact of any HIT intervention is likely to be affected as much by 

the background, as the intervention features itself [11]. The purpose of the current study 

was to examine the effect of using computer-aided decision support systems (CA-DSS) 

on the appropriate prescription of antibiotics for acute respiratory infections by medical 

interns. 

2. Method 

We conducted a quasi-experimental study to evaluate the effect of CA-DSS on 

appropriate antibiotic prescribing by medical interns from March 2021 to July 2021 (5 

months) at a general teaching hospital with 510 beds at Kashan University of Medical 

Sciences (KAUMS) in Iran. Every month, eight medical interns who were spending a 

one-month internship course at the infectious diseases department participated in the 

study; forty medical interns participated in the five-month study period. Clinical 

guidelines and attending physicians' clinical judgment were incorporated as the rules for 

the knowledge-base of the CA-DSS to perform reasoning and provide educational 

feedback to medical interns based on targeted scenarios. Sixty scenarios were written by 

the attending physician via the teacher interface. The correct answers for each scenario 

including the final diagnosis, signs & symptoms, diagnostic procedures, and the 

medication were determined based on guidelines and attending physicians' clinical 

judgment. The matching method to investigate the right answer was the decision tree via 

IF-THEN rules. The students were asked to use the CA-DSS while a one-month 

internship course at the department. After being logged in, a random scenario about acute 

respiratory infection was displayed to the participants; having read the scenario 
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description, the student goes through the four stages of determining the certain diagnosis 

and signs & symptoms in favor of diagnosis, diagnostic procedures, appropriate 

antibiotics, and medication prescription. After responding to each stage, the relevant 

content of the clinical guideline as well as attending physician recommendations were 

provided to the medical interns as educational feedback.  Finally, the score of each 

medical intern and the average score of the other participants for the given scenario were 

also calculated. The main outcome measure was the knowledge of medical interns 

regarding the diagnosis and treatment of the infection's disease in addition to the 

appropriate antibiotic's prescription in terms of type, name, volume, usual dosages, and 

administration route of antibiotics before and after using the CA-DSS. The knowledge 

scores were measured using two paper-based exams on 14 scenarios, once before the 

intervention and once after one month applying the CA-DSS. Descriptive statistics, 

paired t-test and independent t-test were applied to assess the change of medical interns' 

knowledge score. This study was a part of Ph.D. thesis in the field of health information 

management that was approved by the Ethics Committee of KAUMS 

(IR.KAUMS.MEDNT.REC.1398.141) and funded by the deputy of research in Kashan 

University of Medical Sciences with the grant number (98225). 

3. Results 

These 40 medical interns included 21 men (52.5) and 19 women (47.5), of whom, 

17(42.5%) were sixth-year medical students and 23 (57.5%) were seventh-year medical 

students. The CA-DSS was used 369 times by the medical interns to read the scenarios 

during the intervention period. The average studied scenarios for each medical intern 

were nine. Antibiotics were correctly selected by the medical interns for 248 scenarios. 

In 128 (34%) of the studied scenarios, students revised their answers in compliance with 

the CA-DSS feedbacks. The interns' knowledge score for antibiotic prescription 

increased from 5.4 ± 2 before the intervention to 9.1 ± 2.8 after the CA-DSS intervention 

(P< 0.001). The results of the independent t-test showed that although the percentage of 

changes in the score of interns who studied nine or more scenarios (95.7 ± 110) was 

higher in compared to interns who studied less than nine scenarios (85.3 ± 89.5), this 

difference was not statistically significant (P=0.74). The results of the independent t-test 

also showed that although the percentage of changes in the score of sixth-year students 

(116 ± 119) was higher in compared to seventh-year students (69 ± 74), these changes 

were not statistically significant (P=0.14).  

 

4. Discussion 

The CA-DSS as an IT-based educational intervention improved the medical interns' 

knowledge about the appropriate prescription of antibiotics for acute respiratory 

infections. The results of similar studies also suggest that DSSs can perform best in the 

most difficult clinical scenarios and improve physicians' knowledge and practice in 

antibiotic prescribing [12]. Conducted studies confirmed that training by DSS improves 

the knowledge of medical students significantly [13, 14]; and overcomes the clinical 

learning environment challenges in terms of limited access to the well-experienced 

attending physicians, and evidence-based guidelines to support appropriate antibiotic 

prescription [15]. Therefore, adopting CA-DSS and educational stimulators would 
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improve students learning through providing audit and feedback, facilitating access to 

clinical guidelines, and supporting evidence-based decision making. To our knowledge, 

this study represents the first attempt in Iran to develop a computer-aided decision 

support based on the clinical settings context and the preferences for assisting medical 

interns' antibiotics prescription. The web-based CDSS supports convenient access to the 

clinical guidelines at any time and any place. Our study has several limitations: the lack 

of performing regular pre-test and post-test due to the issues associated with the COVID-

19 pandemic, in addition, the crowded services following the COVID-19 resulted in the 

medical interns' tiredness which might have led to the less usage of the system or usage 

without the required focus. Considering the positive impact of the intervention, it is 

suggested to design such educational decision aids for other diseases. Also using 

computer-aided stimulators is recommended as an alternative educational tool for 

training medical students in clinical environments. 
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Abstract. Aim: Feasibility-reliability control of Telemedicine Systems (TS) 

integrated with Multimedia Systems (MS) and Artificial intelligence (AI) for
remote e-Multidisciplinary Oncology Conference in Breast Cancer. Material and 
Methods: Forty (n1=40) patients suffering from breast surgical oncology 

malignant (n2=32) and non-malignant (n3=8) diseases classified to seven 
categories: Nipple Discharge, Dominant Breast Mass, Occult Breast Lesion, Early 

Breast Carcinoma, Advanced Breast Carcinoma, Recurrent Breast Carcinoma) and 

treated clinically with the standard diagnostic (Mammography, US, MRI, 
Cytology, Pathology, BRCA1/2 Mutation Predisposition and Breast Cancer Risk 

Analysis) surgical, auxiliary therapeutic methods. Then clinical decisions 

compared to those proposed remotely by the virtual AI supported e-Oncology 
Conference for each patient. Results: In four (n4=4) out of forty patients (TS, MS

and AI) supported decision making and surgical treatment proposal including 

postoperative Radiotherapy proposal was not as clear as expected. Non-output 
answer for non-malignant breast pathologies (n3=8) was accurately indicated by 

(MS and AI). Mean accuracy of (TS, MS and AI) for: 1.Surgical Operative 

Planning including Rad=94.1%, 2.Chem=96.8%, 3.Horm=96.7% [In 95%, 
(Confidence interval: 85-99%)]. Conclusion: High feasibility-reliability of the 

virtual AI supported e-Multidisciplinary Oncology Conference for remote decision 

making and surgical planning and for optimum outcomes in Breast Cancer 
treatment makes it a clinical necessity especially for the periphery of Hellas.

Keywords. Breast Surgery, Tele-Radiology, Tele-Pathology, Tele-Cytology, AI, 

E-Multidisciplinary Oncology Conference

1. Introduction

The optimal management of patients with breast cancer (BC) requires the expertise of 

specialists from different disciplines. This has led to the evolution of multidisciplinary 

teams (MDTs), allowing all key professionals to jointly discuss individual patients and 
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to contribute independently to clinical decisions. Also, it proved that MDTs for 

Multidisciplinary Oncology Conference in cooperation with Multidisciplinary 

Management of the breast cancer in high volume Breast Units optimize quality and 

have significantly better clinical outcomes for the benefit of the patients. However, 

MDTs for BC decision making in different regions in the periphery of Greece and in

other countries are scarce [1,2]. The project searches feasibility-reliability of 

Telemedicine Systems (TS) integrated with Multimedia Systems (MS) and Artificial 

intelligence (AI) for remote e-Multidisciplinary Oncology Conference in Breast Cancer

interrelated with Telepathology (TPE), Teleradiology (TRE) and Telecytology (TCE) 

remote evaluation [3,4,5].

2. Material and Methods

Experimentation included the development of an OTE-TS similar Experimental TS 

(Exp.-TS) for the simulation of the integrated TS, MS and AI based TRE and TPE and 

TCE virtual examination of each patient (pn 1009078, 34931, 34932, 34933) (Table 1.).

Table 1. Comparison of the Modules between OTE-TS and Exp.-TS

Modules OTE-TS EXP.-TS
a. Medical record process + +

b. Examinations results. + +

c. Capture scanning and imaging. + +

d. DICOM and PACS vision. + +

e.Real-time tele-conference + +

f. Chat and whiteboard facilities. + +

g. Application sharing. + +

h. Tele-secretary facilities. + +

j. Tele-Mentoring facilities + +

i. Telecommunication net ISDN based Internet based

k. Multimedia System 

l.AI computation system              

+

-

+

+

Simulation of the TRE upon N=40 Mammographic, MRI, CT, Breast and Upper

Abdomen US digital images projected on the Exp.-TS in the internet (Cloud) for 

remote examination and decision making upon the virtual e-Multidisciplinary Breast 

Oncology Conference (Figure 1.). Simulation of the TPE including TCE based on the 

already worked out breast biopsies and their results for N=40 digital microscopic 

images.

Integrated AI supported Decision Making (including clinical interventions and 

genetic consultation) and Surgical Planning analysis using SPSS (version 17.0). 

Forty (n1=40) patients suffering from breast surgical oncology malignant (n2=32) 

and non-malignant (n3=8) diseases classified to seven categories: Nipple Discharge, 

Dominant Breast Mass, Occult Breast Lesion, Early Breast Carcinoma, Advanced 

Breast Carcinoma, Recurrent Breast Carcinoma) and treated clinically with the

standard diagnostic (Mammography, US, MRI, Cytology, Pathology, BRCA1/2 

Mutation Predisposition and Breast Cancer Risk Analysis) surgical, auxiliary 

therapeutic methods. Then the diagnostic and therapeutic clinical decisions compared 

to those proposed by our (MS and AI) supported decision making and planning system 

and logic process for each patient.
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Figure 1. Simulation of the remote collaboration among specialists in the context of the remote virtual e-

Multidisciplinary Breast Oncology Conference via internet (PACS and DICOM based remote examination).

3. Results

In four (n4=4) out of forty (n1=40) patients (TS, MS and AI) supported decision 

making and surgical treatment proposal including postoperative Radiotherapy proposal 

was not as clear as expected. Non-output answer for non-malignant breast pathologies 

(n3=8) was accurately indicated by (TS, MS and AI). Mean accuracy of (TS, MS and 

AI) for: 1.Surgical Operative Planning including Rad=94.1%, 2.Chem=96.8%,

3.Horm=96.7% [In 95%, (Confidence interval: 85-99%)] (Tables 2, 3, 4).

Table 2. Simulated TRE (Mammography, MRI, CT, Breast and Upper Abdomen US)

N TP FP FN TN SENSITIVITY SPECIFICITY ACCURACY
Patients and Lesions 40 32 0 0 8 100,0 100,0 100,0

N=Number of digital images given for examination, TP=True Positive, FP=False Positive, FN=False Negative, TN=True 

Negative, Sensitivity(%), Specificity(%), Diagnostic accuracy (Efficiency)( %.)

Table 3. Simulated TPE including TCE

N TP FP FN TN SENSITIVITY SPECIFICITY ACCURACY
Patients and Lesions 40 32 0 0 8 100,0 100,0 100,0

N=Number of digital images given for examination, A=Number of Answers after Examination, TP=True Positive, 

FP=False Positive, FN=False Negative, TN=True Negative, Sensitivity(%), Specificity(%), Diagnostic accuracy 

(Efficiency)( %.)

Table 4. AI supported Decision Making and Surgical Planning

N TP TN ACCURACY+Rad ACCURACY+Chem ACCURACY+Horm

Surgical Planning 40 36 8 94.1% 96.8% 96.7%
N=Number of images given for examination, TP=True Positive, FP=False Positive, FN=False Negative, TN=True 

Negative, AI Supported Decision making and planning Accuracy (Efficiency)( %.).

4. Discussion

Given the lack of Multidisciplinary Oncologic Conferences in the periphery of Greece 

and the fact that the clinical outcomes of the patients suffering from breast cancer are 

better under multidisciplinary management in high volume breast units the 

abovementioned results are very promising to realize virtual e-Multidisciplinary
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Oncology Conference to optimize quality of breast cancer management in the 

beginning. The results confirmed clinically in the periphery of Greece with a case of a

female patient suffering from an exacerbation of right breast cancer (Extended loco-

regional right breast angio-sarcoma) which treated initially with chemotherapy (May 

2021). Then treated with an additional chemotherapy schedule based on the decision of 

the remote e-Multidisciplinary Oncology Conference in Breast Cancer using the above 

described technology and method (TS, MS and AI from the General Hospital of 

Kalymnos, June 2021). With regard to safety issues Morgan [6] proposed the Virtual 

private networks (VPN) as adequate solutions for authentication, access control and 

confidentiality. The secure hypertext transfer protocol (https) can be used to encrypt for 

web distribution. A public key infrastructure (PKI) solves all the issues mentioned 

above. Clinical efficacy research protocols for further study of the remote e-

Multidisciplinary Oncology Conference in Breast Cancer is of high priority [7,8].

5. Conclusion

High feasibility-reliability of the virtual e-Multidisciplinary Oncology Conference in 

Breast Cancer integrated with AI supported decision making and treatment in Breast 

Cancer, makes it a clinical necessity for optimum clinical management and treatment of 

the breast cancer especially for the periphery of Hellas.
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Abstract. Aim: To search feasibility and reliability of Telemedicine Systems (TS) 
in the remote multidisciplinary oncology conference for decision making and 

treatment of liver lesions. Material and Methods: By an experimental TS, twenty six 

(n=26) specialists based on a series of five (N=5) simulated remote image 
examinations, assessed sensitivity-specificity of the remote examination of the Liver 

(L) for neoplastic diseases and damages (Virtual Examination=VE). Results:  

Analysis showed: injuries (sensitivity=96%), injuries of the capsula 
(sensitivity=91.7%), hematomas (sensitivity=91,7%), non-neoplastic diseases 

(specificity=100%), neoplastic diseases (sensitivity=100%). Conclusion: The VE of 

the (L) in combination with high-tech visualization and multimedia and the remote 
participation of liver surgical oncology, oncology, radiology, pathology and 

cytology experts composes a feasible and reliable e-Multidisciplinary Oncologic 

Conference for a Personalized and Optimum Decision Making and Treatment in 
Liver Cancer. 

Keywords. Tele-Medicine, Tele-pathology, Tele-radiology, Liver Cancer, E-

Multidisciplinary Oncologic Conference 

1. Introduction 

The optimal management of patients with liver cancer (LC) requires the expertise of 

specialists from different disciplines. This has led to the evolution of multidisciplinary 

teams (MDTs), allowing all key professionals to jointly discuss individual patients and 

to contribute independently to clinical decisions. However, LC MDTs in different 

regions in the periphery and countries are scarce [1,2]. The project searches feasibility-

reliability of Telemedicine Systems (TS) integrated with Multimedia Systems (MS) for 

remote e-Multidisciplinary Oncology Conference in LC interrelated with Teleradiology 

(TRE) and Telepathology (TPE) evaluation of the patients and the liver (L) for optimum 

decision making and surgical planning [3,4,5]. 
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2. Material and Methods 

Experimentation included. 

The development of an OTE-TS similar Experimental TS (Exp.-TS) for the 

simulation of the integrated TS, MS and AI based TRE and TPE virtual examination of 

the patient and the liver viscera remotely (pn 1009078, 34931, 34932, 34933) (Table 1). 

Table 1. Comparison of the Modules between OTE-TS and Exp.-TS 

Modules OTE-TS EXP.-TS 
a. Medical record process + + 

b. Examinations results. + + 

c. Capture scanning and imaging. + + 

d. DICOM and PACS vision. + + 

e.Real-time tele-conference + + 

f. Chat and whiteboard facilities. + + 

g. Application sharing. + + 

h. Tele-secretary facilities. + + 

j. Tele-Mentoring facilities + + 

i. Telecommunication net ISDN based Internet based 

k. Multimedia System  

l.AI computation system 

+ 

- 

+ 

+ 

 

Simulation of the TRE of (Ls) on 15 abdominal MR digital images taken by the 

ACS-NT GYROSCAN MRI POWERTRACK 6000, 1.5T, (by PHILIPS) and projected 

on the Exp.-TS in the intranet of the Department of Radiology of the Aretaieion 

University Hospital for examination of damages and lesions by a radiologist (2012) 
(Figure 1). 

 

Figure 1. Collaboration between the hospital in the periphery and the Multidisciplinary Team for the remote 

examination of the patient’s medical record and its medical data focused on Liver Cancer for the realization 
of the e-Multidisciplinary Oncology Conference for remote decision making and surgical planning via 

internet (DICOM and PACS based remote digital visualization of the necessary radiological examinations). 
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Experimental simulation of the remote virtual evaluation of the (L) upon n=5 digital 

histological images by 26 specialists in the intranet of the department of Pathology of the 

Medical School of Athens (2013).  

Sensitivity-specificity analysis of the results by using the SPSS statistical software 

(version 17.0).  

3. Results 

All examiners defined (L) and diagnosed damages and lesions (Tables 2, 3, 4). 

Table 2. Simulated TRE of the patients’ (L) 

 N TP FP FN TN SENSITIVITY SPECIFICITY ACCURACY 
   Damages and Lesions 15 4 0 0 11 100,0 100,0 100,0 
N=Number of images given for examination, TP=True Positive, FP=False Positive, FN=False Negative, TN=True 

Negative, Sensitivity(%), Specificity(%), Diagnostic accuracy (Efficiency)( %.) 

 

Table 3. Simulated TPE of the patients’ (L) 

 N A TP FP FN TN SENSITIVITY SPECIFICITY ACCURACY 
   Damages and Lesions 26 26 24 0 1 0 96,0 - 96,0 
N=Number of Photos given for examination, A=Number of Answers after Examination, TP=True Positive, FP=False 

Positive, FN=False Negative, TN=True Negative, Sensitivity (%), Specificity(%), Diagnostic accuracy (Efficiency)( %.) 

 

Table 4. Integrated TRE and TPE of the patients’ (L) 

 N TP FP FN TN SENSITIVITY SPECIFICITY ACCURACY 
   Damages and Lesions 41 28 0 1 11 96,6 100,0 97,5 
N=Number of images given for examination, TP=True Positive, FP=False Positive, FN=False Negative, TN=True 

Negative, Sensitivity(%), Specificity(%), Diagnostic accuracy (Efficiency)( %.). 

 

4. Discussion 

The abovementioned very promising results confirmed clinically in the periphery of 

Greece with a clinical case of a female patient which had suffered from a right renal 

cancer that had been treated in the past but now suffered from an exacerbation 

characterized with a right lobe liver mass (July 2021). The patient treated with a surgical 

intervention based on the decision of the remote e-Multidisciplinary Oncology 

Conference in Liver Cancer using the above described technology and method focusing 

on tele-radiology. With regard to safety issues RH Morgan [6] proposed the Virtual 

private networks (VPN) as adequate solutions for authentication, access control and 

confidentiality. The secure hypertext transfer protocol (https) can be used to encrypt for 

web distribution. A public key infrastructure (PKI) solves all the issues mentioned above. 

Clinical efficacy research protocols for further study of the remote e-Multidisciplinary 

Oncology Conference in Liver Cancer is of high priority [7,8]. 

C.S. Mammas and A.S. Mamma / E-Multidisciplinary Oncology Conference for Liver Cancer 315



5. Conclusion 

The VE of the (L) in combination with high-tech visualization and multimedia 

technology and the remote participation of liver surgical oncology experts for the 

realization of the e-Multidisciplinary Oncologic Conference seems feasible and reliable 

to optimize liver cancer personalized decision making and then multidisciplinary 

management in high volume liver units for the patients in the periphery of Hellas. 
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Abstract. During the COVID-19 pandemic, artificial intelligence has played an 
essential role in healthcare analytics. Scoping reviews have been shown to be 
instrumental for analyzing recent trends in specific research areas. This paper aimed 
at applying the scoping review methodology to analyze the papers that used artificial 
intelligence (AI) models to forecast COVID-19 outcomes.  From the initial 1,057 
articles on COVID-19, 19 articles satisfied inclusion/exclusion criteria. We found 
that the tree-based models were the most frequently used for extracting information 
from COVID-19 datasets. 25% of the papers used time series to transform and 
analyze their data. The largest number of articles were from the United States and 
China. The reviewed artificial intelligence methods were able to predict cases, death, 
mortality, and severity. AI tools can serve as powerful means for building predictive 
analytics during pandemics. 

Keywords. Scoping Review, Artificial Intelligence, COVID-19 

1. Introduction 

In December 2019, the first COVID-19 case was reported in Wuhan, China. Millions of 

people have been infected with the virus, and billions of people are affected by the 

pandemic at work and in life [9]. The impact of this pandemic has lasted longer than 

many people expected. There are broad areas of research dedicated to combating the 

COVID-19 pandemic. Artificial intelligence (AI) and traditional mathematical 

prediction models are valuable tools to forecast the spread of disease and mortality rates. 

In this paper, we collected all papers with artificial intelligence models that forecast 

outcomes. The goal of this paper was to perform a scoping review to explore papers that 

used AI to predict outcomes of the COVID-19 pandemic. 

2. Method 

We conducted the scoping review using the Arksey and O’Malley framework to identify 

papers that used artificial intelligence methods to forecast patients diagnosed with 

COVID-19. We performed a five-step scoping review: identify the research question, 

identify relevant studies, study selection, chart the data, and collect, summarize, and 

report the results [2,11]. We searched PubMed, the MEDLINE database, for published 

and preprint literature with full text between March 12, 2020, and May 24, 2021. There 
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were 1,057 papers in total. Moreover, we researched selected papers’ reference lists. Five 

different search terms were used: forecasting, predicting, artificial intelligence, machine 

learning, and COVID-19.  

Four inclusion criteria were proposed.  The paper should use at least one artificial 

intelligence method to predict. The predictors are COVID-19 case count, mortality, or 

severity. The prediction must include at least one predictor, and it can be more than one 

predictor. The data should be identified data, de-identified data, or synonym data. 

Furthermore, three exclusion criteria were applied. If the data only comes from social 

media; if the data is not patient-related data; if a paper only proposed new approach with 

no modeling application. 

Article selection made in two steps, first screening title and abstract, second, 

screening full text. However, when we searched related papers in MEDLINE, A 

relatively large result was received. And as the search engine would post all the results, 

including reference or paper suggestions, on that web page, all irrelevant results were 

deleted. Then, the two authors, Cui and Lyu, screened all abstracts and titles 

independently, which eliminated papers that did not use forecasting or prediction models. 

Secondly, they independently reviewed the remaining papers’ full texts. Cohen Kappa 

tests had been conducted to examine the similarity between two reviewers’ screening 

results, the abstract result was 0.86, and the full-text result was 1. 

The data extraction form included an article’s published date, dataset name and type, 

country, the start date of the dataset, the end date of the dataset, medical condition of 

patients, predictor, AI method, and other methods that were used. We focused on AI 

methods for prediction.  AI is defined as a computational method that learned from 

current data and then given appropriate outputs. 

3. Results 

There were 1,057 research articles were found from MEDLINE. After removing 

duplicate results, irrelevant papers, pre-prints and reviews, there were 197 papers 

remained. By screening the title and abstract, 58 papers were selected, and then full-texts 

were reviewed. Based on our selection criteria (Figure 1), 17 papers were qualified for 

further analysis. The first AI forecasting paper was published in May 2020 [5], and most 

articles were published between Aug 2020 and Apr 2021. One paper could use more than 

one dataset [14,16,17], and also those datasets might have more than one country’s data. 

Thus, there are 31 countries mention in the dataset. Also, datasets from China and the 

United States were the most popular. Datasets from Asia were the most analyzed among 

papers. 

The purpose of using the artificial intelligence method was to predict cases, death, 

mortality, and severity. Since one paper could predict more than one variable, among the 

17 papers, seven papers forecasted mortality [1,7,11,13-15,19], five papers forecasted 

daily report COVID-19 test-positive cases and death cases [4-6,12,16], four papers 

forecasted severity [3,9,17,18], and one paper predicted all of them [20]. Tree-based 

model was the most common choice, which was used seven times [9,11,12,13,15,16,19]. 

The neural network method was a new trend, and five papers applied this method 

[3,4,5,7,20]. Three papers used the regression method [1,6,17]. In addition, two papers 

used the deep learning method [14,18].  Furthermore, due to the time sensitivity of 

COVID-19, four papers used time series analysis first, and then applied the artificial 
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intelligence model [7,12,14,16]. ARIMA model was the most common choice for time 

series analysis [7,12]. 

To predict new confirmed or death cases, authors intended to use the r squared and 

RMSE to check the model fitness. Meanwhile, forecasting mortality and severity, authors 

would use the AUC-ROC curve and accuracy to test model performance. In the model 

fitness part, three articles used the r squared as a standard. The statistical neural network 

model and the long short-term memory networks model could predict COVID-19 

confirmed cases and death cases, with the maximum r square score of 0.99. Moreover, 

the r squared of using artificial neural network model predict death cases was 0.92. To 

test the model performance, seven papers used the AUC score, and three papers used 

accuracy. The best AUC score of predicted mortality was 0.963 using Lasso model. The 

highest AUC score of severity prediction using random forest was 0.93. The highest 

accuracy rate was 98% on the three days mortality prediction using the time-aware long 

short-term memory neural network. 

 

Figure 1. Paper selection process 

4. Discussion 

The scoping review is a good method to address undefined and broad questions. The 

majority of papers predicted mortality. In the study of mortality, neural network method 

was the most popular mortality prediction method. And the Lasso model generated the 

highest AUC score. Four papers predicted severity, three of which used random forest 

model, and this model had the best model performance. Five papers predicted daily 

confirmed cases and death cases. Neural network and random forest were the equally 

most common used models. Statistical neural network under this case had better fitness. 

Overall, the random forest model was the most popular model, and the Lasso model 

always tended to have a better performance. Due to the differences in datasets, it was 

difficult to compare models across datasets. Besides, we only chosen papers included AI 

models in forecasting cases, mortality, and severity. This topic was relatively narrow. In 

the future study, we will design a method to measure model performance and also extend 

our topics to other predictors that could be predicted by AI. 
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5. Conclusion 

We conducted a scoping review of AI methods that were used to predict COVID-19 

cases. We found that the tree-based model was the universal method. And most papers 

used official resources or EHR datasets. Asia was the most analyzed continent. Thus, 

scoping review is a valid method to explore the current trends of the use of AI in 

predicting COVID-19. Future study is warranted.  
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Abstract. Zoning classification is a rating mechanism, which uses a three-tier color 

coding to indicate perceived risk from the patients’ conditions. It is a widely adopted 
manual system used across mental health settings, however it is time consuming and 

costly. We propose to automate classification, by adopting a hybrid approach, which 

combines Temporal Abstraction to capture the temporal relationship between 
symptoms and patients’ behaviors, Natural Language Processing to quantify 

statistical information from patient notes, and Supervised Machine Learning Models 

to make a final prediction of zoning classification for mental health patients. 

Keywords. mental health, zoning, temporal logic, natural language processing, 

machine learning 

1. Introduction 

Mental health (MH) is the biggest cause of disability in the UK: its estimated economic 

and social cost of £105.2 billion annually contributes up to 22.8% of the total expenditure 

[1]. Identifying, assessing, and mitigating mental health risk factors holds the potential 

to reduce the cost burden by correctly proportioning interventions according to the 

assessed risk. UK mental health trusts (MHTs) use a mostly evidenced-based manual 

process for zoning classification, a clinical assessment of risk factors to assign patients 

to zones using established zoning criteria [2]. This provides essential and pragmatic 

support to the Health Care Professionals (HCPs) who are required to regularly assess, 

implement, and evaluate the treatment plans of the MH patients in their care. In this study 

we introduce an automated framework to facilitate the design and development of an 

evidence-based decision support tool to predict and inform MH zoning classification. 

Patients are diagnosed as suffering from one or more MH conditions as described 

by the International Classification of Diseases Version 10 (ICD-10) [3]. Within each 

ICD-10 category a patient may experience a series of symptoms and behaviors, each with 

defined start and end time points (episodes), of varying intensities that describe the 

severity of the impact the episode has on the patient’s wellbeing. By combining episode 

profile of ICD-10 descriptors, intensity, and environmental triggers, a time-based overall 

descriptor of patient acuity can be derived. The zoning process aims to classify the patient 

 
1 Corresponding Author, Thierry Chaussalet, School of Computer Science & Engineering, University of 

Westminster, 115 New Cavendish St, London, W1W 6UW, UK; E-mail: chausst@westminster.ac.uk. 

Informatics and Technology in Clinical Care and Public Health
J. Mantas et al. (Eds.)
© 2022 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI210924

321



into one of three risk levels (Red: High; Amber: Medium; and Green: Low), based on a 

set of guidelines that map changing patient acuity to changing risks, during regular 

meetings, where discussions of patient condition relative to risk ensure that appropriate 

care management plans are in place. However, issues were identified regarding the 

current zoning approach. First, there is no real time reflection of caseload and patients’ 

risk profiles. Second, manual assessments are resource intensive. Third, subjective 

assessment can result in inconsistent ratings. Fourth, manual practices impede on optimal 

sharing of this key information with all staff. 

There are various approaches to extract clinical data for automated predictions from 

Electronic Health Records (EHRs). A hybrid approach comprising supervised Machine 

Learning (ML), rule-based annotation, and unsupervised natural language processing 

(NLP) for identifying disorder mentions achieved a 0.776 F-score [4]. Zhang et al. [5] 

proposed a system incorporating temporal modelling, and ML approaches for an early 

anxiety/depression detection framework. Neural networks and NLP were applied to 

predict the presence/absence of MH conditions using clinical notes [6]. NLP was used to 

capture severe mental illness symptoms from clinical text within discharge summaries 

[7]. Clinical data extraction divides into two categories: (a) ML and rule-based 

approaches, and (b) information extraction applications are both discussed in [8]. 

This research will investigate techniques required to develop a tool and assess the 

feasibility of its use within an NHS MHT, as a replacement/augmentation of the current 

system. The tool should have flexibility to allow Trusts to tailor it to their requirements. 

2. Methodology 

We propose a hybrid approach to build an automated decision support tool that will 

classify patient zoning stages, comprising a Temporal Model, an NLP Model and 

Supervised ML Model, as shown in Figure 1. Each model’s specific responsibilities and 

functionalities are discussed below. 

Figure 1. Hybrid approach for automated decision support tool to predict and inform zoning classification. 
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Both absolute time (the date and time of an event) and relative time (the intervals 

between events), respectively known as Point-based and Interval-based temporal 

approaches, are key elements of clinical data management. In this framework we propose 

using point-based temporal primitives, which are good for computation and more 

appropriate for the clinical reasoning process, to derive the Temporal Model, a temporal 

abstraction and representation of zoning classification. This shall feed the NLP Model, 

as shown in Figure 2. The NLP Model performs the following tasks: keywords extraction 

based on the Zoning Knowledge-based System (KBS); sentiment analysis (e.g., with the 

contextual window); and calculates statistical information about the zoning keywords. 

 

Figure 2. The NLP Model Process. 

 

Figure 3. The Supervised ML Model Process. 

S.R. Pandey et al. / A Framework to Predict Mental Health Patients’ Zoning Classification 323



The Supervised ML Model, shown in Figure 3, reads the target keywords, sentiment 

analysis and statistical information from the NLP Model, generates required ML and 

prediction datasets, produces the final tuned ML model, and predicts zoning 

classifications. We will use several supervised ML algorithms, as have already been 

applied in medical information applications, e.g. logistic regression, decision tree, 

support vector machine, neural network, and random forest [9]. The output of each 

algorithm will be evaluated; one algorithm will be selected for the final development 

based on the evaluated results. 

3. Conclusion and Future Work 

In this paper we introduced a new conceptual framework using a hybrid approach, 

combining Temporal, Natural Language Processing, and Supervised Machine Learning 

Models for patient zoning classification in mental health. Ultimately, we will develop a 

real-time artificial intelligence-based zoning classification tool for treatment of mental 

health patients, in collaboration with domain users (e.g., doctors, nurses, other HCPs and 

ex-patients) to ensure the project meets their needs whilst applying our proposed hybrid 

approach. 
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Abstract. The aim of this study was to present the descriptive characteristics of the 

Stroke Units Necessity for Patients (SUN4P) registry. Methods: The study 
population derived from the web-based SUN4P registry included 823 patients with 

first-ever acute stroke. Descriptive statistics were used to present patients’ 

characteristics. Results: The vast majority of patients (80.4%) had an ischemic 
stroke, whereas 15.4% had a hemorrhagic stroke. Hypertension was the leading risk 
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factor in both patients. The patients with ischemic stroke had higher prevalence of 

traditional cardiovascular risk factors such as diabetes mellitus, dyslipidemia and 

smoking and most commonly cryptogenic stroke (39%). National Institutes of 
Health Stroke Scale (NIHSS) was higher among patients with hemorrhagic in 

comparison to those with ischemic stroke (10.5 vs 6 respectively). Moreover, all 

patients had similar rate of disability prior to stroke, as shown by Modified Rankin 
Scale (mRS=0). Conclusions: These data are in accordance with current evidence 

and should be thoroughly assessed in order to ensure optimal therapeutic 

management of stroke patients. 

Keywords. Stroke, Organization of acute stroke care, Stroke care, Disease 

management 

1. Introduction 

Stroke is one of the most prominent causes of death and the leading cause of disability 

in adults worldwide [1]. Aging of the population and projected trends in risk factors are 

expected to heighten the prevalence of stroke as the latter increases with advancing age 

in both genders [2]. Given the high rate of mortality and disability in patients suffering 

from stroke, there is emerging need to optimize current medical treatment, ameliorate 

the quality of care and identify preventable risk factors that could significantly mitigate 

the burden of stroke on healthcare systems. The aim of Stroke Units Necessity for 

Patients (SUN4P) study is to provide essential data on acute stroke management that will 

contribute to achievement of the aforementioned issues. Herein, we present the 

descriptive characteristics of the population of SUN4P registry. 

2. Methods 

The study population derived from the web-based “Improving Stroke Care in Greece in 

Terms of Management, Costs and Health Outcomes- (SUN4P)” registry 

(ClinicalTrials.gov, NCT04109612). SUN4P is an ongoing observational non-invasive 

prospective cohort multicenter study of patients with first-ever acute stroke, hemorrhagic 

and ischemic, admitted to seven public hospitals [3]. Descriptive statistics were used in 

order to present patients’ characteristics. The SUN4P design was based on the European 

General Data Protection Regulation (GDPR) and aligned with the Declaration of 

Helsinki. 

3. Results 

The study population consisted of 823 patients admitted from July 2019 to July 2021. 

The vast majority of patients (80.4%) had an ischemic stroke, whereas 15.4% had a 

hemorrhagic stroke, as demonstrated in Table 1. Hypertension was the leading risk factor 

in both patients with ischemic (67%) and hemorrhagic stroke (66%). Of note, the patients 

with ischemic stroke had a higher prevalence of other traditional cardiovascular risk 

factors such as diabetes mellitus (27% vs 17%), dyslipidemia (37% vs 28%) and smoking 

(26% vs 20%) in comparison with patients hospitalized for hemorrhagic stroke. 

Furthermore, in these patients, cryptogenic stroke (39%) followed by cardioembolic 

stroke except for patent foramen ovale (29%) were the most frequent. Notably, 
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prevalence of atrial fibrillation was comparable between patients with ischemic and 

hemorrhagic stroke, being present at almost one fourth of subjects (25% vs 27% 

respectively). Moreover, all patients had similar rate of presence of symptoms at their 

daily activities prior to stroke, as shown by Modified Rankin Scale (mRS) (median 

mRS= 0 in both patients with ischemic and hemorrhagic stroke). Nonetheless, patients 

with hemorrhagic stroke were substantially more impaired than those with ischemic 

stroke in the acute phase given the higher NIHSS (median NIHSS=10.5 vs 6 in patients 

with hemorrhagic and ischemic stroke respectively). Baseline demographic and clinical 

characteristics of the study’s population are shown in detail in Table 1. 

Table 1. Descriptive characteristics of the SUN4P population (n=823) 

 Ischemic stroke 
(n=662) 

Hemorrhagic 
stroke (n=127) 

Non-classified 
(n=34) 

Gender (male) 328 (50%) 73 (57%) 20 (59%) 
Age (mean± SD) 75.2 (13.7) 75.6 (13.2) 80.3 (10.2) 

Self-employed 571 (86%) 113 (89%) 19 (56%) 

mRS prior to admission 0 (0-1) 0 (0-1) 0 (0-1) 
NIHSS at admission 6 (3-10) 10.5 (4-22) 4 (2.5-10.5) 

Body mass index (kg/m2) 27.64 (5.0) 27.86 (5.4) 27.0 (5.4) 

History of:    
Hypertension 443 (67%) 84 (66%) 17 (50%) 

Diabetes mellitus 178 (27%) 21 (17%) 5 (15%) 

Dyslipidemia 248 (37%) 35 (28%) 13 (38%) 
Smoking 174 (26%) 25 (20%) 2 (6%) 

Coronary artery disease 81 (12%) 16 (13%) 5 (15%) 

Atrial fibrillation 164 (25%) 34 (27%) 15 (44%) 
Valve replacement 21 (3%) 3 (2%) 11 (32%) 

Heart failure 47 (7%) 6 (5%) 2 (6%) 

Symptomatic PAD 16 (2%) 1 (1%) 2 (6%) 
Active malignancy 35 (5%) 4 (3%) 1 (3%) 

Alcohol addiction 55 (8%) 13 (10%) 1 (3%) 

Carotid artery disease 16 (2%) 3 (2%) 4 (12%) 
Transient ischemic attack 57 (9%) 15 (12%) 2 (6%) 

Modified Ischemic TOAST classification 
Large-artery Atherosclerosis (≥50%) 

Cardioembolic (except for patent foramen 

ovale) 
Lacunar stroke 

Other rare conditions 

Cryptogenic stroke 
ESUS 

Multiple causes 

Incomplete investigation 

 

19% 
29% 

 
11% 

3% 

39% 
9% 

6% 

24% 

  

Notes: Continuous variables are presented as mean (SD) and nominal as count (absolute percentages). 
For NIHSS and mRS, median values with interquartile ranges are provided. 
*Percentages do not add up to 100% as in case of some patients multiple reasons existed.  
Abbreviations: mRS, Modified Rankin Scale; PAD, peripheral artery disease; SD, standard deviation; 
NIHSS, National Institutes of Health Stroke Scale; ESUS, embolic stroke of undetermined source. 

4. Discussion 

Preliminary results of SUN4P cohort, the first multicenter stroke registry in Greece, 

demonstrate that patients presented with acute ischemic and hemorrhagic stroke in a 

similar rate to existing data from other registries [2]. Moreover, stroke prevalence was 

almost equal between male and female patients, in accordance with current evidence 
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corroborating that the disparities in prevalence of stroke among younger patients tend to 

diminish at oldest age groups, especially at patients over 75 years old [4]. Among patients 

with ischemic stroke, cryptogenic and cardioembolic stroke were the most prevalent, 

congruent with current literature [5]. Notably, in our study the NIHSS at admission was 

markedly higher among patients with hemorrhagic stroke; this comes in accordance with 

previous data reporting higher relative frequency of hemorrhagic stroke with increasing 

stroke severity [6]. 

5. Conclusions 

In conclusion, the present study demonstrates that our data are in accordance with 

existing evidence, with a significant proportion of SUN4P patients presenting with 

ischemic stroke. These patients had higher rate of traditional cardiovascular risk factors, 

whereas patients with hemorrhagic stroke had more severe clinical presentation on 

admission. Given the prevalence of traditional cardiovascular risk factors at our registry, 

it can be concluded that a significant proportion of strokes could have been prevented, 

highlighting the current gaps in primary prevention of these patients. These data should 

be thoroughly assessed in order to ensure high value care and optimal therapeutic 

management during not only the acute phase of stroke patients but also for effective 

secondary prevention.  
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Acute Kidney Injury in the Intensive Care 
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Abstract. Acute kidney injury (AKI) is an abrupt decrease of kidney function which 
is common in the intensive care. Many AKI prediction models have been proposed, 
but an analysis of what is the added value of clinical notes and medical terminologies 
has not yet been conducted. We developed and internally validated a model to 
predict AKI that includes not only clinical variables, but also clinical notes and 
medical terminologies. Our results were overall good (AUROC > 0.80). The best 
model used only clinical variables (AUROC 0.899). 

Keywords. Acute kidney injury, clinical models, ICU, natural language processing 

1. Introduction 

Acute kidney injury (AKI) is an abrupt decrease of kidney function, with a prevalence 

of up to 50% in the intensive care unit (ICU). Early recognition of AKI is crucial as the 

efficacy of intervention greatly depend on it. Several AKI prediction models have been 

built using clinical variables, e.g., vitals and laboratory measurements [2]. Few studies 

used the rich information contained in clinical notes, possibly because it is not well 

known how to represent such information in AKI prediction models. 

Knowledge graphs may enrich the representation of clinical notes in prediction 

models. A knowledge graph is a graph-based abstraction of knowledge to represent data 

from diverse sources. Medical terminologies, which are inherently complex, are often 

expressed as knowledge graphs, for example, the Unified Medical Language System 

(UMLS) [5] and SNOMED CT [6]. To the best of our knowledge, one study has used 

notes and knowledge graphs to predict AKI, but without using clinical variables [7]. So, 

a comparison of which type of information among clinical variables, clinical notes, and 

medical terminologies is most effective in AKI prediction modeling is not yet available. 

We aim to investigate whether adding information extracted from clinical notes and 

knowledge graphs into machine-learning prediction models to predict AKI can improve 

predictive performance. We developed and internally validated a model to predict AKI 

within the first 48 hours of admission, which includes not only clinical variables, but also 

clinical notes to provide a comprehensive view of the patients’ pathophysiologic 

condition. Furthermore, we aim to study what is the effect of enriching notes with 

external knowledge from UMLS or SNOMED CT on the models’ performance. 
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2. Method 

Data and population: We used data from the publicly available critical care database, 

Medical Information Mart for Intensive Care III (MIMIC-III). This database integrates 

comprehensive clinical data of patients admitted to an ICU at the Beth Israel Deaconess 

Medical Center in Boston, during 2001 to 2012 [8]. AKI was defined according to the 

KDIGO guidelines [9]. We included patients who aged 18  years or older at the time of 

ICU admission, have at least one measurement of serum creatinine or urine output, and 

whose length of stay in the ICU was at least 48 hours. To make sure patients have both 

clinical variables and notes available for our model, only ICU stays containing at least 

one note were retained. Data preprocessing is illustrated in the supplementary material.2 

Model development: Our AKI prediction model is based on Long Short Term Memory 

(LSTM) networks [10]. First, two independent LSTM models were built separately, one 

uses clinical notes as input and the other uses clinical variables. Then, the output of these 

two models were concatenated and given as input to a final layer to deliver an overall 

prediction which combines information from both clinical variables and clinical notes 

(the latter, optionally enriched with external information from knowledge graphs). 

Clinical notes were represented with Word2vec. To enrich notes with external 

knowledge from UMLS and SNOMED CT, we extracted three subgraphs, i.e., UMLS 

synonyms, SNOMED CT synonyms, and SNOMED CT parent-child relationships. We 

used retrofitting to generate a refined representation of clinical notes, using relational 

information from each subgraph to encourage linked words to have similar 

representations. More details are available in Section 1.1 of the supplementary material.2 

 

Figure 1. Architecture of the LSTM models used. 

The architecture of the overall LSTM model is shown in Figure 1. We used the same 

architecture in the two LSTM models for variables and notes, except that the LSTM for 

clinical notes has an embedding layer, whilst the LSTM for clinical features has an 

encoding layer. The former layer acts as a lookup table to return the word embeddings 

learnt as parameters by the model during training, while the latter is a linear layer to 

compress the high-dimensional and sparse input variables into a lower-dimensional 

continuous representation, easier to manipulate by the model. The LSTM layers are 

followed by a dropout layer, to help prevent models from overfitting, and another linear 

layer, which creates a second learning filter for our model before concatenating the 

output of the two models, when relying on both clinical variables and clinical notes. The 

overall model ends with a projection layer that returns the probability of a patient having 

or developing AKI. The model parameters are shown in the supplementary material.2 

Internal validation and performance measures: The dataset was randomly split into 

80% training, 10% validation, and 10% test sets. We measured discrimination with the 

 
2 https://osf.io/thp53/, last access October 1, 2021. 
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area under the receiver operating curve (AUROC) and the area under the precision-recall 

curve (AUPRC); calibration with calibration curves. 

3. Results 

The final dataset consisted of 46,985 ICU stays of 33,795 unique patients. Descriptive 

statistics of the population are in Section 2.1 of the supplementary material.2 

Table 1 outlines the discrimination (AUROC and AUPRC) of the models. Using 

only clinical variables achieved the best results. Exploiting clinical variables and notes 

performed better than only notes, and models with external knowledge achieved similar 

results to models without external knowledge. The calibration curves of the models are 

available in the supplementary material. Using clinical variables and notes retrofitted 

with parent-child relations yielded the best calibration, with a slight improvement on the 

models with only notes and with notes retrofitted with SNOMED CT synonyms. 

Table 1. Models’ discrimination with various inputs. We used six different input sets. Syn. stands for synonyms. 

Input sets Clinical 

variables 

Clinical 

notes 

Variables 

+ notes 

Variables + 

notes + 

UMLS syn. 

Variables + 

notes + 

SNOMED 

syn. 

Variables + 

notes + 

SNOMED 

parent-child 

AUROC      0.899 0.801 0.821 0.821 0.819 0.816 
AUPRC       0.957 0.898 0.910 0.910 0.909 0.908 

4. Discussion 

Our results shows overall good performances (AUROC > 0.80). The best-performing 

model (AUROC 0.90) used only clinical variables. Clinical notes retrofitted with parent-

child relations used together with clinical variable yielded the best calibration. 

When exploiting clinical notes, we used only 3,000 words to represent each patient, 

while the patients’ notes included over 13,000 words on average. This might be the main 

reason why clinical notes did not improve the discrimination. Clinical notes may still be 

a valuable source of information on AKI prediction. We examined important words by 

ranking the most frequent words in the clinical notes (see the supplementary material2). 

In most cases, these top ranking words appear to be clinically meaningful. For example, 

heparin is a medication used to prevent blood clotting during kidney dialysis. Edema, 

which is a sign of AKI, happens when failing kidneys do not remove extra fluid which 

builds up in the patient's body causing swelling in the legs, ankles, feet, and/or hands. 

Lasix is one diuretic that can treat fluid retention and swelling, which might be caused 

by kidney dysfunction. With more advanced approaches to preprocess raw text from the 

notes, it is possible that structured clinical features and unstructured clinical notes exist 

as complementary sources of information for machine learning models to predict AKI. 

Similar issues could explain why knowledge graphs did not affect the models’ 

discrimination. For example in UMLS, only 7,093 out of 359,080 medical concepts 

(roughly 0.02%) are single-word. Clinical notes often refer to multi-words concepts, such 

as end-stage chronic renal failure or end-stage kidney disease. Since our word 

embeddings represent single words, multi-word concepts cannot be captured. The 

representation of multi-word concepts may improve models’ performance. 

Our study has some limitations. First, the MIMIC III database includes US patients; 

thus our results may not generalize to other populations. Second, we performed a simple 
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train/validation/test split, which does not take into account the variability of 

train/validation/test sets. Third, we did not perform full hyperparameter tuning but relied 

on a set of parameters for our models pre-selected in preliminary experiments. 

As a strength, our study relies on a public dataset to encourage reproducibility and 

our code is available at bitbucket.org/aumc-kik/ml-cn-kg-4-aki-prediction. 

Future work includes exploring more-advanced preprocessing of notes, ranging 

from using more words per patient to represents multi-word concepts, as well as study 

different models, such as convolutional neural networks. A prospective validation is also 

needed to assess clinical utility and effect on patient outcomes. 

5. Conclusions 

Early recognition of AKI is essential for effective treatment of this disease in the ICU. 

In contrast to previous work, we used various types of information, i.e., clinical variables, 

clinical notes and knowledge graphs, and we studied what is the added value of clinical 

notes and knowledge graphs to predictive performance. We provided effective models 

to predict AKI in the ICU. All the models achieved good results. The best discrimination 

was achieved by using only clinical variables, the best calibration with retrofitted clinical 

notes and clinical variables. Our work contributed to combining clinical variables, notes 

and knowledge graphs, which may also be useful in other settings and populations. 
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Abstract. For the past ten years, the healthcare sector and industry has witnessed a 

surge in Artificial Intelligence (AI) technologies being used in many different 

medical specialties. Recently, AI-driven technologies have been utilized in medical 
care for pregnancy. In this work, we present a scoping review that explores the 

features of AI-driven technologies used in caring for pregnant patients. This review 

was conducted using the Preferred Reporting Items for Systematic review and Meta-
Analyses extension for Scoping Reviews. Our analysis revealed that AI techniques 

were used in predicting pregnancy disorders such as preeclampsia and gestational 

diabetes, along with managing and treating ectopic pregnancies. We also found that 
AI technologies were used to assess risk factors and safety surveillance of pregnant 

women. We believe that AI-driven technologies have the potential to improve the 

healthcare provided to pregnant women. 

Keywords. Artificial intelligence, machine learning, pregnancy 

1. Introduction 

Mothers pass through much anxiety during their pre-and post-pregnancy periods [1]. 

During this challenging time, the mother’s health should be managed and monitored for 

her and the fetus’s safety. Pregnant women should seek well-designed prenatal care that 

considers a comprehensive view of the clinical data, regular laboratory tests, ultrasound 

images, and any other related data that can help practitioners in making the correct 

clinical decisions for a healthy delivery [1]. The data provided by the clinical readings 

during a women’s pregnancy, such as ultrasound images, laboratory tests, and Electronic 

Health Records, present complex, contemporary challenges in analyzing these divergent 

data sources [2]. AI-based technologies have been touted as a possible aid in analyzing 

heterogeneous data sources. It can help in medical diagnostics and assist physicians in 

making informeds decision on treatment options for pregnant patients.  Little is known 

about the state and use of AI technologies during pregnancy. To the best of our 

knowledge, there is no review in the current literature on AI techniques and their 

applications in pregnancy. This scoping review aims to explore features of AI-driven 

technologies used for pregnant women. 
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2. Methods 

We conducted this scoping review following the PRISMA-ScR guidelines [3]. All 

primary studies on the use of AI in pregnancy were reviewed. Articles that addressed the 

use of AI in childbirth and postpartum were excluded. We excluded all studies published 

in a language other than English. No restrictions were applied regarding the year or 

country of publication, and settings. Google Scholar and PubMed were used to retrieve 

the studies. The first 60 articles in Google Scholar were reviewed. Backward-reference 

list checking was also performed to retrieve additional relevant studies. The terms used 

to search the databases were related to the target intervention (e.g., artificial intelligence) 

and target health condition (e.g., pregnancy). The study selection process was based on 

three main phases: identification phase (i.e., removing duplicates), screening phase (i.e., 

screening titles and abstracts), and eligibility phase (i.e., reading full texts). The extracted 

data included the characteristics of the study (e.g., author, year, country, and publication 

type), features of the AI technique (e.g., branch, model, and model validation type), and 

features of the dataset used in the model (e.g., data source, data type, and dataset size). 

The study selection and data extraction were independently performed by authors AH 

and IA. Any disagreements between the two reviewers were resolved by discussion. The 

extracted data was then synthesized using a narrative approach. 

3. Results 

A total of 1,753 articles were retrieved from the two databases. Of these, we identified 

and removed 38 duplicates. In the screening phase, 1,595 articles were excluded after 

scanning their titles and abstracts. Of the remaining 120 articles, 96 were excluded after 

reviewing their full texts, as they reported on irrelevant interventions (e.g., using 

statistical tests rather than AI).  A total number of 24 studies were included. The 

flowchart of the study selection process is shown in Appendix A. 

More than one-third of the included studies were published in the USA (n=9, 37.5%). 

22 studies were journal articles and 2 were conference proceedings. The majority of the 

studies (n=22) were published between 2016 and 2020. AI techniques were used for 

predicting pregnancy disorders/complications in about 75% (n=18) of the included 

studies [4-21]. Specifically,  the techniques discussed were utilized for predicting 

preeclampsia [5, 7, 9, 15], preterm birth [6, 13, 19], gestational diabetes [8, 14, 21], 

gestational age [4, 18], patient’s metabolomics profile [12, 20], suicidal behavior [11], 

uterine contractions [16], labor due date [17], and hypertensive disorder [10]. 

Additionally, of the 24 studies, four (n=4, 17%) employed AI techniques for treatment 

and management of ectopic pregnancies [22], gestational diabetes [23], late-onset 

preeclampsia [5], and hypertensive disorder [10]. Further, five studies (n= 5, 21%) used 

AI to assist with patients’ safety outcome [13, 19, 24-26]. Specifically, AI was used to 

assess risk factors [13, 19, 26] and safety surveillance for pregnant women in online 

social media networks [24, 25]. 

Further, machine Learning (ML) techniques were used in most of the included 

studies (n=18, 75%). Linear Regression model, which outperformed than other ML 

models, was employed in six ML studies (n = 6, 33 %) [27 14, 15, 17, 18] ]. 12 out of 18 

studies (67%) used the ML models for prediction purposes [4, 5, 7-10, 14, 15, 18, 21, 23, 

25]. In the second AI technique, deep learning (DL) -based techniques were implemented 

in eight studies (n=8, 33%) [6, 8, 9, 16, 19, 22, 24, 27]. Similar to the ML studies, DL 
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was used mainly for prediction purposes (n=7, 87%) [6, 8, 13, 16, 19, 22, 27]. Natural 

language processing techniques were implemented in one study [25] to understand how 

women seek information from a social network community. Clinical databases (i.e., 

database of health centers and hospitals) were the most commonly incorporated data 

source for model implementation and validation (n=13) [4-7, 10-12, 16, 17, 19, 22, 23, 

26]. About 87.5% (n = 21) of the included studies reported the used model validation 

techniques. K-fold cross validation was the most commonly used technique (n=17) [4-8, 

10, 12, 14-17, 19, 21, 22, 24, 26, 28]. 

4. Discussion 

This review summarizes the contribution of AI in pregnancy.  AI techniques were used 

in about 75% of the included studies for predicting pregnancy disorders/complications. 

We discovered a few issues that have not been addressed in the reviewed studies, which 

indicates a gap in the literature. First, did not find studies discussing the effectiveness of 

models used in treating disorders such as preeclampsia or gestational diabetes. Second, 

little information was available regarding public data sources for the AI models’ training. 

As such, it is essential to prioritize monitoring hypertension and recommending new AI 

applications in the diagnosis/management of preeclampsia in future investigations. 

Further assessments are also needed to outline the validation approach and algorithms 

utilized by AI technology during pregnancy. 

This study has a few limitations. We did not assess the effectiveness of AI models 

in predicting and diagnosing pregnancies. Therefore, we encourage future researchers to 

conduct systematic reviews that assess the effectiveness of AI models for the same. 

Moreover, we only focused on studies concerning the pregnant woman and pregnancy; 

we did not consider the childbirth or postpartum period. Therefore, we may have 

overlooked some other sub-domains within the field of pregnancy and childbirth. Only 

two databases were used to retrieve the literature whereas more databases may have been 

more comprehensive. Lastly, the search strategy was limited to studies written in English. 

Therefore, we may have missed AI and pregnancy-related studies published in a non-

English language. 

5. Conclusions 

We conclude that ML and LR were identified as the most commonly utilized AI 

technique and models in the studies included in this review. AI-driven technologies may 

improve healthcare services provided to pregnant patients. It is recommended for future 

studies to assess the effectiveness of models used for the well-being of the pregnant 

woman. Appendix Files are available at GitHub: (https://github.com/AHassan2/AI-in-

Pregnancy-Scoping-Review). 
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Abstract. Gamification techniques are adopted by IT systems and applications in 

order to facilitate their adoption and motivate users to take advantage of specific 

application features. The current work presents a modern approach for the effective 
implementation of gamification features in a prototype eHealth application which 

encourages the daily use of the application, endorses the users to continuously 

monitor their health and promotes a healthier lifestyle. The implementation of this 
approach is modular and flexible in order to be easily applied in any similar system 

and tailor the provided features for user activity monitoring, analysis, feedback, and 

interactivity, to the specific requirements of the different usage scenarios. 

Keywords. Gamification, eHealth, mHealth, IT systems 

1. Introduction 

eHealth solutions are considered as a type of intervention that can reach large numbers 

of people however, the low usage of the system from the participants is a recognized 

barrier to their sustainability and long-term success [1]. Romeo et. al. [2] mentioned that 

apps used to monitor physical activity are most effective in the short term, and the 

engagement declines over time which in turn limits the intervention effectiveness. The 

“use of game mechanics in non-gaming contexts” [3] is the technique known as 

gamification and is adopted for a variety of purposes in different contexts. The 

advantages of adopting those strategies might vary depending on the users' 

characteristics [4] or the scope of the application [5], and are related to both the user 

experience and how the users tend to engage with the app. 

The most common and, historically, the traditional form of a gamification approach 

[6] is the Points - Badges - Leaderboards (PBL) triptych. More specifically, the user is 

awarded with numerical rewards (points) each time he completes a specific action within 

the application. Different users are ranked in descending order based on the points they 

have accumulated creating “Leaderboards”, a concept borrowed from gaming design. A 

widely used approach is the “badges”, which are given to users when they complete 

specific achievements. These achievements also demonstrate the level of familiarity of 

the user with the application and the change of his behavior to meet its purposes [6]. In 

this work we present an implementation of the badges approach, in the context of an 

eHealth application, as a fully flexible and modular IT solution which can be applied and 
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integrated in any similar system. The combination of eHealth systems with gamifications 

features has the advantage of motivating the users to change their daily behaviors in a 

healthier way. Physical activity boost is a major outcome that the users of eHealth 

applications can achieve through gamification, and in the proposed proof-of-concept 

scenario it is also combined with the continuous measurement of other biosignals and 

the daily use of the application. Technically, the approach focusses on two aspects, an 

advanced model for efficient data management and analysis, and also the multimodal 

mechanisms required to calculate the badges levels. Both are considered of major 

importance for the efficient and effortless integration into any eHealth system. 

2. Implementation 

The implementation of the approach has two main elements: a) the modeling of the 

gamification aspects in order to be interoperable and easily manipulated from the various 

components, and b) the use of the proper calculation techniques so that it can be easily 

integrated with existing eHealth solutions, which requires the implementation of specific 

functions as software modules. Core part of the badges model is the composite objects 

containing the number of levels for the various badges and their definition. 

Each badge has a category depending on the activity that the user has to achieve. 

The proposed model of the badges’ model includes the following four activities: 

� Daily usage: The users have to use the app (or specific app features) daily in 

order to upgrade his badge levels. 

� Measurements: The measurements are processed in different timeframes and 

aggregation functions (e.g. sum, average, max, min) are applied to calculate the 

level. 

� Sleep: The users have to achieve a certain sleep score every night (e.g. duration, 

quality) to be promoted to the next level. 

� Steps: The users have to make a number of steps every day and stay active. 

The system is able to calculate different aggregation metrics which are related with 

the specific activities of each user. This approach gives the system operators the option 

to define any number of badges, in any category, referencing in the model the function, 

or the combination of functions which can be used to calculate the metrics of the user 

activity. Aggregation functions such as min, max, sum, count on raw data can be applied 

in different time periods for each activity in order to easily perform the calculation of the 

levels for complex badge types. An example on this approach is to set badges for periods 

P in {Daily, Weekly, Monthly}, with aggregation function func=sum, and data=STEPS 
or data=SLEEP. The data are then summarized for the requested periods (e.g. one of 

Daily, Weekly, Monthly), the calculation functions will produce the intermediate scores 

and finally the badge levels. The users’ Personal Health Records (PHRs), or other system 

data like the time the user accessed the app, are the raw input for the calculations and are 

produced by querying the data storage of the eHealth system. The raw data are 

transformed into objects that only hold the amount of information required for 

calculations. It should be noted that the proposed model, also supports caching of 

previous calculations outcomes allowing for incremental implementation of calculation 

operations. This means that for long periods, the data are continuously calculated, as they 

arrive, and if there are no changes on the level, they are cached in order to avoid querying 
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again the data from the database and aggregating the different periods from the beginning. 

The general approach for the calculation of the users’ progress in such badges is 

illustrated in Figure 1. 

 

Figure 1. Model-driven composition of functions for the calculation of level status 

3. System in practice 

The approach has been validated in the context of eHealth applications of BioAssist SA 

[9]. The model and the calculation functions have been implemented as cloud functions 

according to the design concept of microservices that is followed by the particular 

platform. The operation of the solution demonstrates a fully flexible and modular design 

which can be applied and integrated in any similar system. The badge models for this 

prototype system are focused on the interaction with users and are tailored to the need of 

remote patient monitoring as presented in the Figure 2. 

 

 

Figure 2. The “My Badges” screen and a sample badge card 

The user interface was designed in order to address the main objective to provide 

feedback on the user's progress and educate them how to accomplish the various health 

and wellbeing related goals. Interviews with users and professionals, and analysis of their 

feedback was fundamental for the improvement of the overall design and of the 

experience. All badges have a number of levels to ensure the long-term gamification 

feature within the application. Every badge has an icon and the levels in the same badge 

are distinguished by the background color of the icon. The model also supports different 

icons and messages for each level. On technical and operation level, each model is stored 

in a key-value database as a json format and contains all the badges and the levels that 

each badge has. Twice a day and also after specific user interactions with the app, the 
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system executes the function that is defined in the model which calculates the scores and 

updates the status of the badges. The results are stored in the database and the users are 

notified in-app and via email for their progress. 

4. Conclusions and Future Work 

The role of gamification as a feature in eHealth applications seems to have positive 

effects on the motivation of users in order to achieve their targets, increase their physical 

activity, and adhere to a healthcare plan. In this work we presented an implementation 

of a gamification approach based on “badges”, in the context of an eHealth application, 

as a fully flexible and modular IT solution which can be applied and integrated in any 

similar system. The extensive evaluation of the approach is ongoing in the context of 

pilot activities of the application which are currently operational. The proposed 

gamification strategy is expected to promote the use of the application, motive the users 

to exploit specific features of the eHealth system and most importantly help them 

improve their health and wellbeing. Extensions are already designed and will be 

presented in a future work. The extended approach will be focused on the implementation 

of leaderboards and user competitions which are expected to further enhance the user 

experience and provide more incentives for system use. 
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Abstract. Education adds knowledge, experience, and skills to the human 

personality, from childhood to old age. This paper focuses on adult education, 
presenting the difficulties, techniques and results that have been demonstrated to 

produce educational training program, including material using Scratch. Referring 

to the planned education from the school, university or any other institution, the 
educators have a duty to share their knowledge with the students, to show them the 

way of knowledge, learning, and exploration. They are constantly looking for new 

training techniques and methods that will attract anyone interested. An important 
role in this continuous effort is called to play the technology, which nowadays 

evolves. This paper addresses some of the advantages and disadvantages of 

technology in health training, how technology can be used and how it can be 
combined with training. In addition, important issues for health training are 

mentioned. The training program, the target group to which it is addressed, the 

means to be used and the objectives are presented in detail. Finally, technological 
training programs were created, which will enrich the specially designed training 

program, for which the methodology used, and their purpose will be analyzed. 

Keywords. Health training, Health Informatics, Artificial Intelligence, Games 

1. Introduction 

As a pedagogical scientific approach of adult education and training nowadays is «the 

systematic and organized process of teaching and learning» [1], based on a specially 

designed program, specific methods, within a certain time frame, educational objectives 

and with tools that are defined beforehand. [2]. Researchers of the Assessment and 

Teaching of 21st Century Skills (ATC21S) framework, concluded that 21st century skills 

can be grouped into four broad categories: (i) ways of thinking, (ii) ways of working, 

(iii) tools for working and (iv) skills for living in the world [3]. It has been proven that 

technology promotes the adult educational and training process [4]. 

Several studies on health training exploiting Information and Communication 

Technology (ICT) tools rely either on training patients to comply with prevention and 

treatment [5,6,7], or on training health professionals to improve quality of care [6,8]. 

Mobile tablet-based educational tools [7] or online interactive educational tools [5,6,8] 

have been used for the training of health providers. These studies have concluded that 
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the use of ICT tools enriches learners' knowledge and promotes the correct response to 

health-related events [6,8]. 

This work presents the exploitation of Scratch as an ICT tool to produce interactive 

educational/training material for the training needs of potential health professionals (e.g., 

student nurses, student physicians), as well as non-professionals, like patients, in the 

introduction of the cardiovascular system anatomy. Scratch is a graphical dynamic 

programming tool for trainers and teachers to produce interactive educational/training 

material [9]. According to the literature search in major databases, no previous 

application appears in health training. 

2. Μethods 

During the design phase of this study the researchers predefined the scenarios, texts and 

images that would be embodied in the produced training material. The first scenario 

designed, assuming that a potential user selects a region of interest of the heart’s 

graphical representation, and the corresponding information is displayed. The second 

one presents an introduction of the parts of the heart, and it is initiated when the user 

presses the corresponding button onto the heart’s graphical representation. The third 

scenario illustrates the automatic translation of the training material presented made by 

Scratch in several languages. During the design phase, the online version of Scratch was 

used (https://scratch.mit.edu/). The development of the training materials performed by 

a registered nurse, the main researcher of this work, having no programming experience 

but high management ability of ICT. 

The tests performed were limited, initially within the research team members, and 

then by a small number of 15 volunteers, consisted of health experts’ trainers, health 

expert trainees, public. These participants who tested, also evaluated the 

educational/training tool and material, and they were interviewed through unstructured 

interviews. The interviews included open questions regarding the functionality, content, 

error detection, and aesthetics of the tool. However, answers were not recorded 

systematically. 

3. Results 

For the teaching needs of cardiac anatomy, three different educational games were 

created, as interactive or animation teaching/ learning tools, using Scratch. The first one 

(Figure 1) is an interactive tool that presents the graphical representation of heart, where 

the user may select a specific point of the cardiac graphical representation, which 

corresponds to a specific part of human heart that interests him, and the corresponding 

information is automatically displayed. This Scratch game created, is available online on 

the link https://scratch.mit.edu/projects/437563118. 
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Figure 1. Heart anatomy interactive learning tool. 

The second one, is an animation tool that further enhances the basic heart anatomy 

training by naming and listing the parts of human heart in its graphical representation 

(Figure 2). It is available on the link https://scratch.mit.edu/projects/437599456. 

 

Figure 2. Heart anatomy animation tool, and its Scratch code. 

The third one automatically translates the training material to several languages 

available, adapting the course to various languages speakers’ trainees (Figure 3). It is 

available on the link https://scratch.mit.edu/projects/522423819. 

 

Figure 3. Animation tool translating the training material in several languages, and its Scratch code 

The results of the evaluation of the material showed that in general it is an easy to 

use and understandable tool. Few people encountered difficulties in using it, which were 

overcome by explaining how the tool works. 

4. Discussion 

Our study is expected to assist interactive training of health professionals and students 

to provide better quality of care [6,8], and train patients to better understand aspects of 

their health or still comply to their treatment [5,6,7]. There are studies that prepare 

presentation of health issues targeting students [9]. In this work the training material 

created additionally offers interactive, animated, and multilingual material. Several 

difficulties have been encountered for the design and creation of the training tool, which 

teaches the «Anatomy of the Heart». As far as the first game/ tool created is concerned, 

one difficulty was the integration of interactivity. Another one was to provide suitable 

concise, simple, and easily understandable training material, which provides all the 
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necessary information of heart anatomy. On the other hand, the other two animated 

games/ tools were created easier and faster than the first one. 

The main limitation of our study is the small number of trainees evaluated the 

training tools and material, and the fact that their responses were not systematically 

recorded. 

5. Conclusions 

In this study, educational/ training material was created, related to basic anatomy of the 

heart, for the training needs of both health and non-health professionals. Three 

educational material, as interactive or animated educational tools were created using 

Scratch as ICT tool. The introduction of ICT gaming tools like Scratch in health training 

may provide an alternative interactive educational approach, enhance the learning 

experience, and motivate the trainees. The use of Scratch for creating educational 

material requires no programming skills, and its learning curve has been proved low. The 

type of educational material presented in this study, is suitable for distance learning, for 

people with special needs, and for trainees who work, by considering their available time 

and pace; moreover, it facilitates home training and learning in movement restrictions, 

like those imposed during COVID-19 pandemic [10]. 

In our next steps, we plan to evaluate the training tools created with a more 

structured and systematical way; moreover, to create training tools and material in health, 

suitable for the learning needs of disabled people. Such example would be the design of 

a training tool, which exploits a computer-based built-in camera for detecting the facial 

movement of the trainee, in order to automatically display the learning information. 
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Abstract. The concept of registry-based medical research goes back to the mid of 
18th century where data was collected in actual physical registers and analyzed 

using manual counts in a very primitive way until computing technologies took over 

to digitize information, to change the process all the way from data collection to data 
analysis. This digital age of technology can be hypothetically classified in 3 eras; 

the Digitization Era, the Integration Era, and finally the Futuristic, Smart 

Intelligence Era. This study would highlight the changes in the fundamental aspects
of a medical registry under each of these digital eras.
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1. Introduction

The National Leprosy Registry, in Norway represented the world's first national patient 

register for any disease, established in 1856 [1], and eventually it became a practice to 

establish various disease registry programs to carry out evidence-based clinical research. 

These data repositories played a significant role in the control of the disease by 

evaluating the trends in disease incidence and other characteristics and thus helping the 

providers to plan accordingly. Medical registries have been identified as a source of 

information and evidence for patient monitoring, promoting evidence-based clinical 

decision-making [2]. Coupled with advancements in tools and technology, there has been 

a significant improvement and development in the way the registries are managed. It is 

worth studying and benchmarking the achievements of each phase of these 

advancements in relation to the other.

2. Methods

This study involves observation of various aspects of a medical registry under different

progressive time frames (digital eras). These aspects not only include the collection, 
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entry, storage, extraction, processing, audit, reporting, analysis and integration of data, 

but also include predictive and prescriptive modeling of data. These aspects may be 

common to all eras or may be specific to a particular era.

3. Results

The digital revolution which started during the end of the 20th century, fueled the 

exponential growth of data. This revolution also created a great demand for 

advancements in tools and techniques to simplify data collection, storage and extraction. 

Ease in accessibility and availability of research quality data along with simplified, 

seamless and unified access (locally as well as on global platforms) was desired as the 

outcome of these advancements. This exponential growth in the data digitization efforts 

can be categorized into 3 major digitization eras, namely the Early Digitization Era, the

Centralization or Integration Era and the Futuristic Smart Intelligence Era. This study 

would highlight the changes in the fundamental aspects of a medical registry under each 

of these digital eras.

3.1. Early Digitization Era 

This was the most critical and cumbersome phase and the first step towards 

transformation to a modern age, where one had to give up the traditional way of doing 

things as the modern system would demand a 360-degree change as to how things would 

be done.

In the early phases, the registries had to run a parallel process along with the 

traditional methods to carry out the data collection, storage, extraction and analysis. 

Primitive systems were developed for the electronic data capture, which required 

manpower with computing skills, which were scarce during the early phase. The paper 

based case report forms were still used as a primary data capture instrument, and later as 

an instrument to audit or validate the electronic data. Certain issues like system 

portability, distributed data sourcing and data availability was more of a challenge. In 

this phase, the data was collected on paper based instruments (case report forms), verified 

by the research registrar and manually entered in the electronic data capture system. A

random audit of the electronic data was carried out, which was also based on the primary 

data capture instrument. While on the other hand, it was very difficult or in some cases 

almost impossible to verify or audit the primary data, which was collected on paper. It 

took a lot of time and effort to streamline and adapt towards an electronic data capture 

system to manage and maintain the registry data. Some of the ancient registry programs 

had an additional burden of transforming the retrospective data. A few followed the 

traditional data entry approach and a few tried to transform or rather extract their paper 

based data using the OCR (Optical character recognition) technology [3].

The electronic data capture systems were an interface to a data repository, which 

was either maintained as a file based system or a database management system (DBMS) 

or a relational database management system (RDBMS), whereas, some registries mostly 

with limited or linear dataset (flat format) preferred to capture their data in a spreadsheet 

to avoid the complicated data extraction step and ease the use of carrying out the data 

analysis and reporting. Lastly, the data collected had to be reported as well as analyzed 

to provide the necessary evidence for the research hypothesis. In the early age, some 

primitive 3rd party data analysis tools were available, but mostly the EDC would provide 
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predesigned as well as custom reporting tools which had the capability of carrying out

the basic analytics on the fly.

During this era, the data was digitized and stored in a silo with a closed system which 

did not have the ability to communicate or exchange data with other systems or entities.

3.2 Data Integration Era:  

With a rapid growth in the internet penetration, it was now possible to move, transfer, 

interlink, interchange, interact with and within the data repositories, following an 

integrated approach. During this era, there were various governmental mandates on 

healthcare providers to quickly adapt to a Healthcare Information System (HIS) in order 

to maintain an electronic health record for the patients. During this period, data was still 

being captured redundantly in the Electronic registry as well as the HIS. During the 

primary phase of HIS implementations, the quality of data was not trusted upon and 

besides this, there were various technical and ethical issues with access to the HIS data, 

but during the mid-phase most organizations facilitated access to the HIS, which was 

used by the registries as a secondary data source, mostly to carry out data audits. But in

the later phases, the registries collaborated with the medical records, medical informatics

and the IT teams to come up with various data integration methods and strategies to avoid

or minimize manual data capture. New methods/tools were introduced to capture the data

directly from the data warehouse or. importing the most common minimum dataset from 

existing registries [2], or setting up an online-offline model to download the required 

data to be manually imported in the registry database.

Dynamic reporting features were made available, as a part of the registry systems. 

Also a number of sophisticated data analysis and bio-statistical tools like IBM SPSS, 

SAS, STATA etc. were available for carrying out any detailed and advanced data 

analysis.

3.3 The Smart Intelligence Era:  

We have currently approached the beginning of this era, where various integrated 

systems communicate seamlessly through minimal human intervention, in order to

manage and maintain the required data through a single interface deployed on an 

integrated environment. Number of cohorts can be run on the fly to identify or validate 

a research hypothesis, based on which the data can be sourced. These systems would also

take a data based approach to generate various research hypothesis, each of which could 

be taken up as a distinct research project.

The concept of a silo based registry need not be followed and instead HIS itself can 

be a primary source once the necessary tools, software or platforms are implemented. 

These tools would act as an honest broker [4]; taking care of the good clinical practice.

Further, based on the IRB approval, the required data can be sourced.

With a vision of establishing and intelligent enterprise, some healthcare entities have 

embraced the concept of a Data Science Hub [9] to assist researchers with their data 

problems, covering the descriptive, predictive and prescriptive approaches.

Systems like I2B2 [5] can be very instrumental in running cohorts on the HIS data

to speed up the research process. I2B2 SHRINE [6] is another platform which helps 

healthcare organizations around the globe to share de-identified data or cohorts, enabling 

the healthcare providers to carry out disease specific benchmarking studies or validate 

their research hypothesis. Another futuristic approach by CLINERION [8] is to globalize 
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or rather centralize the de-identified clinical data (in form of counts), to be made 

available primarily to the pharma companies to globally identify patient samples through

discovery cohorts in order to carry out phase 1/2/3 clinical trials. This same approach 

can be extended towards registries. Such initiatives accelerate development of innovative 

medical treatments by improving efficiency in clinical research.

The later phases of this era would be futuristic and based on Machine Learning, AI 

and collaborative research helping the global healthcare community, carry out 

benchmarking studies and personalized care. A registry system in the near future would 

just be a virtual interface to a data view generated through a well-organized data mart 

arranged through integrated systems, further integrated with advanced AI enabled 

analytical engines [7] where not only descriptive, but even predictive analysis could be 

done on the fly. These advancements in technology would act as a vital catalyst in 

speeding up research based activities in any healthcare setup, drastically reducing the 

research turnaround time, ensuring the highest quality coupled with an innovative 

approach.

4. Conclusion

The study provides a progressive view of the various aspects of registries in the light of 

the different phases of the digital age and also anticipates the possible advancements and 

implications of the concept of registries in the future. This study also highlights some 

unique platforms which works towards globalization of healthcare data along with strict 

adherence to the ethics and good clinical practice. These advanced tools and platforms 

would eventually virtualize the concept of managing and maintaining registry data or a 

registry based system. It would also provide a tool to the providers to define and design 

a registry in a matter of days if not hours.
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Abstract: The objective of this work is to set up a device allowing to identify the 
pregnant woman in a univocal and reliable way during her pregnancy follow-up. 
This study is a continuation of a project to improve the electronic monitoring of 
pregnancy in pregnant women in Burkina Faso. The methodology is based on the 
scientific work of the GMSIH of France (1). The work has lead to the design and 
implementation of a model that allows to assign a "Unique Identifier" to each 
pregnant woman from her first prenatal visit. The Patient ID is developed from the 
person's identification trait profile. It consists of a sequence of 20 characters and a 
security "key" of  2 characters. After the design, a reliability test of the model was 
performed to take into account identity anomalies (duplicates, collisions). 

Keywords: Unique Identifier, Patient Identification System, pregnancy monitoring 

1. Introduction 

Pregnancy monitoring is a major problem in Burkina Faso but also in most developing 
countries. With the development of digital technology and particularly of 
"communicating computing", it is now possible to envisage a dematerialization of the 
exchange of information on the patient. Under these conditions, the follow-up of the 
patient or the pregnant woman requires fluid access to information wherever it may be 
and especially without getting the wrong person. However, the diversity of identification 
systems within healthcare systems entails increased risks of errors with enormous and 
sometimes fatal consequences. In the US, a collective of 27 organizations led by the 
American Health Information Management Association (AHIMA) published an open 
letter to representatives on June 11, 2019, reporting that misidentifications cost US $ 17.4 
million (15.5M €) per year on average at a healthcare center, due to loss of income and 
refused reimbursement requests (2). This is what justifies the need for a reliable 
identification system in any healthcare system, which is an essential condition for secure 
information exchanges. Identifying the patient in the information system consists of 
assigning him a new identifier or finding an existing identifier, from his external 
characteristics called identification "traits", supposed to represent a person in order to 
identify him uniquely in this. system. There are three types of traits: strict traits, extended 
traits, complementary traits. These three types of traits are distinguished according to 
their more or less easy to obtain, more or less stable, more or less confidential and more 
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or less discriminating character. The unique identifier is a sequence of numeric or 
alphanumeric characters. It is the "key" to access information concerning the person 
admitted to the care system. Even in developed countries, even today, the electronic 
exchange of health data raises many debates concerning patient privacy, the choice of 
patient identifier and associated technical devices (3). 

Problematic of the unique patient identifier: The issue of the unique patient 
identifier is raised in most countries around the world and each country has its own 
identification process. Patient identification is an important part of providing care and is 
the first step in a process that lasts throughout the care journey. It is one of the important 
parts in the health information system and contributes to the evolution of the health care 
system. A study report by the Group for the Modernization of the Hospital Information 
System (GMSIH), "Principles and process of patient identification": International 
experiences of health systems and identification policy", presents the experience of some 
countries in patient identification. The report classifies countries into three 
categories (4). 

 The countries where the national unique identification of the patient is 
organized or planned: countries of the North of Europe (Denmark, the 
Netherlands, Belgium, Great Britain, Ireland) and New Zealand, Germany? 

 Countries where the patient identification is more of the order of the "region": 
Southern European countries (Spain and Italy), federal countries (Canada and 
Australia). 

 The recent undecided countries: the United States of America, which is moving 
towards the federation of identifiers. 

In Africa, for many health facilities, the precise identification of patients remains a 
challenge. This is due to the insufficient quality of information systems and the absence 
of national systems for the identification of persons (5) (6). In Burkina Faso, the unique 
patient identification system is not yet used. This raises the issue of the security of 
information exchange and the continuity of care when the patient returns to the system 
for further care. Initiatives are underway for the establishment of a unique identification 
system for Burkinabé citizens and a unique national identifier. However, none of these 
initiatives have yet come to fruition. It is in the light of all these issues that we decided 
to design a unique patient identification model in a Burkinabé context. As part of this 
work, the unique identifier model is being tested in the monitoring of pregnancy and 
childbirth. 

2. Methods 

The method used for the design and implementation of the patient ID system is based on 
the scientific work of the GMSIH of France. 

2.1. Creation of the Burkinabè model of unique identifier (patient ID) 

According to the work of the GMSIH, a unique identifier of quality must be built with 
reliable features, always available. These traits must allow a bijective relationship 
between the physical person and his identity. There are three types of identifying traits: 
Strict traits, extended traits, complementary traits. These three types of traits are 
distinguished according to their more or less easy to obtain, more or less stable, more or 
less confidential and more or less discriminating character. Some traits are more stable 
than others. These are retained to constitute the "strict features": generally the names, 
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first names, date of birth and sex. Traits that are more unstable over a person's life, such 
as marital status or address, form the “extended traits”. They serve as discriminating 
elements rather of an administrative nature, when the strict features are insufficient to 
remove any doubt about an identity. Finally, “complementary traits” are health 
information, which allows healthcare professionals to discriminate against people even 
more finely. In our case, we have retained the following traits: “Strict traits”: family 
name, first name (s), date of birth, sex. “Extended features”: place of birth. 
“Complementary features”: Address of residence. 

2.2. Criteria for creating the patient ID 

To achieve a valid identification it is necessary to respect a certain number of rules: We 
have therefore developed an identification protocol to create a unique identifier in 
Burkina Faso taking into account the local context. It breaks down into four stages: 

1) Use of identification traits. It consists in recovering the strict and secondary 
traits of the patient necessary for the creation of the unique identifier. 

2) Standardization of characters. This step allows you to format the identification 
traits. It is: 
o Standardize the name and first name fields in an appropriate format (upper 

case, no accents, no spaces for compound names); 
o Perform a first hash (using the sha512 hash algorithm) of the first and last 

name; 
o Code the sex field in the format 1 for male and female; 
o Standardize the date of birth in this format: ddmmyyyy (8 digits); 
o Retrieve the code of the place of birth for the "place of birth" field. If the 

persons were born abroad the place of birth code is 00099; 
o Retrieve the city of residence code for the residence address field. If the 

persons reside abroad, the residence code is 00099; 
o Carry out a concatenation on the result of the preceding operations 

according to the following format: (sex_code.ddmmyyyy.hash 
(namefirstname) .birth_ocalitecode.codelocalite_residence.sector_num); 

o Keep only the digits of this concatenation and convert the letters into their 
corresponding in-tier according to the ASCII encoding. 

3) Hash: perform a second hash of the result obtained with the "sha512" algorithm, 
the goal being to strengthen the security of the identification system. After this 
concatenation, take the first 20 characters from the index 50. 

4) Calculation of the control key: The control key ensures the validity of the 
identifier. It is determined from the constituent characters of the identifying 
code. By performing a Euclidean division by 97 of the numbers resulting from 
the hash, we obtain a remainder which will be subtracted from 97. The result of 
this subtraction is the control key. 

3. Results 

Implementation of the patient ID system: For the implementation of the system, two 
types of libraries "hashlib" and "unicode" which respectively allow hash function and 
character normalization. The intermediate functions are "Normalize (string)" which uses 
the unicode library with the unicodeda-ta.normalize and unicodedata.category functions. 
this function returns the deleted string of uppercase, underscores, spaces, numbers and 
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special characters; the Con-vers_ASCII function (string, L0 = ['0', '1', '2', '3', '4', '5', '6', 
'7', '8', '9' ]) which takes as input a character string and a L0 list of digits from 0 to 10. It 
decomposes the string into a list of simple elements using .strip; it goes through this list, 
and converts the letters to integers using the ord () function; it returns a list concatenated 
with the letters of the string converted to ASCII integers. The main functions are: 1) 
"trait_d_information ()". It allows you to enter the identification traits of the patient. it 
returns a list of traits concatenating the entered identification traits: traits = 
[surname_of_family, first_name, date_of_birth, code_sex, code_localite_birth, 
code_localite_residence, sector_num]. 2) "unique_identifier (traits)" which takes as 
input the list of previous traits, then normalizes the first and last names fields, last name 
and first name hash, first con-catenation of standardized fields, conversion of the letters 
of the hash into their integer ASCII, new hash, selection of the first 20 characters of the 
hash from index 50, reconversion of the letters into their ASCII in-tier and selection of 
the first 20 digits, to give a first identifier, calculation of the control key, concatenation 
the identifier and the control key. It is also this function that revolves the Unique Patient 
Identifier. 

Integration of the unique patient identifier method in an HIS: Patient ID works 
within a hospital information system. We test our model by integrating it into the 
electronic pregnancy monitoring system of the University Hospital of Bobo-Dioulasso 
(e-Lafia) (7). E-Lafia is a Pregnancy Tracking Information System. Patient information 
is collected in e-Lafia through a registration form. This information is stored in a MySQL 
database. E-Lafia HIS has been selected since it uses healthcare interoperability 
standards such as HL7v3, FHIR, DICOM, thus facilitating interaction with our unique 
identification system. 

4. Conclusions 

This pilot experience of designing and implementing a unique patient identification 
system within a pregnancy monitoring system is an innovation and a basis for 
computerization and data exchange projects on the patient. Although functional, our 
patient ID system could be improved to integrate identity reconciliation procedures with 
traceability of all operations; the creation of an identity-vigilance unit which will ensure 
the conditions for correct data collection, the reporting of anomalies and duplicates as 
well as the inclusion of corrections. 
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Abstract. There is increasing recognition of the potential to use mobile health 

(mHealth) technologies such as smartphone apps to support clinical care. Mobile 

apps are progressively being implemented to manage chronic diseases like cancer 
to improve patient care.  The app deployed at the Brazilian National Cancer Institute 

enables patients to access the appointments/exam booking, medication prescription, 

and cancer-prevent educational resources, improving self-management, autonomy, 
and cancer treatment outcomes in resource-limited environments. Despite 

acknowledging the importance of mHealth, research is still scarce regarding 

patients' views on using these innovations in cancer care management. 

Keywords. Mobile App, mHealth, Cancer Care. 

1. Introduction 

Population aging, improvements in information and communication technologies (ICT), 

and advances in public health care have introduced additional telecare services 

requirements. In this regard, ICT innovations revolutionize chronic patient care, 

providing real-time monitoring for health professionals [1].  

There is increasing recognition of the potential of mobile health (mHealth) 

technologies such as smartphone apps in optimizing clinical care. Mobile phones 

currently represent a technology present in patients' daily lives. They enable access to 

different information and healthcare services independent of the time and place. This 

connectivity offers excellent opportunities to use mobile technology for improving 

healthcare services [2,3]. 

Mobile apps are progressively being implemented to manage chronic diseases, 

improving patient care. Although the potential benefits of mHealth seem particularly 

                                                           
1 Corresponding Author, Sandro Luís Freire de Castro Silva, Instituto Nacional de Câncer - Tecnologia 

da Informação, Rua do Resende 195, Rio de Janeiro, 20230-092, Brazil; Email: sandrofreire@gmail.com. 

Informatics and Technology in Clinical Care and Public Health
J. Mantas et al. (Eds.)
© 2022 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI210932

353



suitable for monitoring chronic diseases like cancer, the treatment success depends on 

patient compliance. Cancer treatment is accomplished through intensive and prolonged 

ambulatory procedures that frequently occur outside the hospital units, representing a 

significant challenge [4]. Mobile health (mHealth) is a broadly accessible technology 

that provides health services through portable devices [5]. The implementation of 

mHealth initiatives has been positive, particularly in cancer care management and 

follow-up [6,7]. Despite acknowledging the importance of mobile health apps, research 

still scarce regarding patients' views on using these innovations in cancer care 

management. 

2. Method 

The project was conducted at the Brazilian National Cancer Institute between January 

2020 to November 2020. The technical team has developed the INCA App as shown in 

figure 01, through the following steps: 1) Assess INCA patients' cancer care 

requirements, 2) develop an app tailored for cancer care management, 3) validate the 

app's usability, and 4) App installation on INCA patients' smartphone. 

 

 
Figure 1. INCA App Implementation Phases. 

 

For this implementation, a survey was carried out at INCA hospital units through 

more than 50 semi-structured interviews with patients and family members. The APP 

requirements implemented at the first stages of the project remarked that the application 

should be available on the most used platforms. 

The cancer treatment management application was developed to enhance the patient-

clinician relationship and guarantees patients' data consistency and accuracy. The app 

can effectively track and manage INCA patients during cancer treatment in an interactive 

and engaging framework. 

This technology can reduce administrative burdens and improve both efficiency and 

quality of care delivery in the clinic. Among the patients identified as mHealth users, 

approximately half of the respondents used INCA mobile technologies for automation 

and decision-making support to schedule an appointment, access personal information, 

and read test results. 

Assess INCA patients
cancer care requirements

Preparing phase Design phase

Develop na app tailored for 
cancer care management at INCA

Software phase Publishing phase

• Android/iOS mobile App
• Technical Support for INCA app

Develop an app tailored for 
cancer care management

App installation on INCA 
patients’ smartphone
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3. Results 

INCA patients can instantly receive notifications of appointments/exam booking, 

medication prescription, and cancer prevention education messages through the 

application. Patients could access supportive cancer care with effective clinician 

interaction, regardless of place and time. Among the main functionalities created to 

facilitate the INCA patient's cancer care, as shown in figure 02, the following can be 

highlighted: 

 

Figure 2. INCA App Screenshot. 

� Digital patient's registration card. Its purpose is to facilitate the identification of 

the patient when he goes to INCA or any other health units; 

� Appointments and exams scheduling to inform and alert the user on which dates, 

times, and units should attend for consultations and exams; 

� Medical information briefly presents the type of neoplasia, diagnosis date, 

staging, and patient's situation. It is a facilitator so that the patient, whenever 

necessary, has the information readily available to present to health 

professionals who provide care in other health units; 

� List of medications in use during his treatment at INCA. Likewise, it is a 

facilitator so that the patient, whenever necessary, has the information readily 

available to present to health professionals. 

� Ombudsman Channel facilitates communication between patients and the 

Ombudsman sector to make complaints, suggestions, and requests. 

 

 
Figure 3. INCA App Panel Screenshot. 
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The resources used to monitor the INCA App provide information and indicators for 

decision-making of future improvements, made available through a panel with graphics 

when the application is in use. The Panel was created on the development platform 

Firebase, Google, whose purpose is to collect information recorded on each cell phone 

of INCA patients to provide statistical data, as shown in figure 03. 

4. Discussion 

Modern technologies like mobile apps are increasingly improving healthcare services 

with innovative solutions. Advances in wireless technology can lead to the development 

of mHealth, which offers an unprecedented opportunity for health care organizations to 

deliver high-quality care. These innovations empower cancer patients to be strategic 

actors in managing their treatment through mobile devices. 

Implementing mobile applications in healthcare organizations can support cancer 

care management, increase satisfaction, and strengthen trust and communication 

between patients, physicians, and clinicians. Mobile app facilitates treatment follow-up 

and improves patients data consistency. 

Advances in information technology and the development of mobile apps may 

enable the deployment of powerful tools to deliver personalized cancer care management. 

The INCA app tracks patients' treatment data, provides cancer-prevent education and 

identifies evidence-based recommendations for cancer treatment interventions 

personalized to the INCA environment. 
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Abstract. We aimed to observe the effects of a self-management mobile app for 
patients with schizophrenia. A mobile app was designed to record and remind users 

to take medication and some daily activities. The patients were asked to use the app 
for one month. Before starting to use the app, and after completion of one month, 

the patients were assessed by some psychiatric scales. Twelve patients completed 

the study. The mean number of automatic reminders per patient was 918/month or 
29.6/day. The mean entry number per patient was 158.4/month or 5.1/day. The 

numbers of daily recorded activities showed a decreasing tendency over time. The 

pre-study PANSS score was 16.2±5.8 (mean±SD) and the post-study score was 
14.9±6.9 (p=0.040). The pre-study FROGS daily life skills score was 20.3±3.8 and 

the post-study score was 19.7±4.1 (p=0.012). The results suggest that a mobile app 

may be helpful for patients with schizophrenia. 

Keywords. Schizophrenia, smartphone, mobile applications, reminder systems 

1. Introduction 

Treatment of schizophrenia is mainly pharmacological, however, patient non-adherence 

to medication is a serious problem. Three-fourths of patients with schizophrenia become 

non-adherent within two years of hospital discharge [1]. In addition to pharmacological 

treatment, psychosocial treatments have been suggested for the treatment of 

schizophrenia. Some of the evidence-based practices include illness self-management 

training, and social skills training [2]. Mobile phones may support adherence to taking 

medication and psychological interventions. In a review on apps to support coordinated 

specialty care for prodromal and early course schizophrenia disorders, the authors found 

21 eligible studies on 16 apps. Only three of these studies were intervention studies [3]. 

The primary objective of the present study is to observe if a self-management mobile 

app for patients with schizophrenia affects their Positive and Negative Syndrome Scale 

(PANSS) [4] score after one month of use. The secondary objective is to observe their 

mobile app usage patterns. 
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2. Methods 

The patient activities were divided into four groups; 1) Self-care activities (eating, 

shaving, taking shower, make-up, etc.), 2) Household duties (cooking, cleaning, 

shopping, etc.), 3) Social activities (meeting with friends, calling friends, forming a new 

acquaintance, etc.), and 4) Drug adherence. In the following meetings, detailed lists of 

activities under each group were prepared. The system was designed with three 

components 1) Database and core software, 2) Mobile app, and 3) Web interface for 

physicians. The mobile app has the function of sending reminders for each activity and 

recording performed activities based on input from the patients. The physicians could 

adjust the activities for each individual patient. 

The operating system of the web server was CentOS v6.5. Apache webserver 2.2, 

MySql database server service 5.7.21, and some 1st part libraries for PHP programming 

language were installed on the core component. The system was hosted on a cloud-based 

VPS server. The app was developed on the Apache Cordova development platform, 

which provides a single development environment for Android, IOS and Windows 

operated mobile phones. We did not use a third-party service for notification messages 

(reminders) because of concerns about security. We developed an isolated notification 

engine and integrated it into the system. The patient data was not stored in the patients’ 

smartphones. All the communications between the app, the physician interface and the 

server were secured by an SSL certificate. The physician user interface was restricted by 

IP control.  

Before the study, usability tests for the app were performed. Heuristic evaluation 

was completed by five experts. After re-designing the app according to the results of the 

heuristic evaluation, we performed a second usability test with five patients with 

schizophrenia using the think-aloud method. The app was re-designed after the second 

step of the usability study. 

There was a default activity list for the patients. They were expected to have 

breakfast every day, go shopping every three days, clean the home every week, etc. The 

physician could tailor the default activities and add new activities for each patient. For 

example, if the patient had a daily shaving habit, it was also added to the patient's activity 

list. The medications were also entered by the physician. The patients could see their 

activity list in the mobile app and they were expected to record their activities (Figure 1). 

If they did not enter an activity in the expected period, the mobile app reminded them. 

 

 

 
Figure 1. Activity menu (A), and activity record screen (B) of the app. 
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The study included patients with a diagnosis of schizophrenia according to the DSM-

V, who satisfied the following criteria: age 18–65 years; active smartphone users; 

clinically stable patients who regularly visited our outpatient center over the previous 

three months. All patient treatments, including medication types and doses, were 

maintained for the duration of the study period. The ethical permission was obtained 

from the Akdeniz University Clinical Research Ethical Committee (2015/130). The 

number and type of reminders were tailored for each patient with the help of the web 

interface. The patients were asked to use the app for one month after user training. They 

were given a telephone number to contact in case of technical problems, but no additional 

support or stimulation was provided except smartphone reminders. 

Before they began using the app, and after completion of one month, the 

psychopathological status of the patients was assessed by the PANSS (used for 

measuring symptom severity of patients with schizophrenia), the Clinical Global 

Impressions Scale (CGI, used for measuring symptom severity, treatment response and 

the efficacy of treatments in treatment studies of patients with mental disorders) [5], the 

Instrumental Activities of Daily Living (IADL) Scale (evaluates the activities that allow 

an individual to live independently in a community) [6], and The Functional Remission 

of General Schizophrenia (FROGS) Scale (it is specific to schizophrenia, which assesses 

daily and social functioning comprehensively, regardless of the psychotic symptoms) [7]. 

We recruited 14 patients into the study, but we lost two of them in the follow-up. So, we 

completed the study with 12 patients, resulting in a 0.71 post-study power for detection 

of the difference in 16 (Cohen’s d: 0.8) of the PANNS score. Data were compared using 

paired t-test or the Wilcoxon test. Spearman’s rho test was used for correlation analysis. 

3. Results 

One patient used the app less than 30 days and one patient did not participate in post-

study tests, so we completed the study with 12 patients. On average, the patients were 

34.6±10.8. Eight (66.7%) of them were female and four (33.3%) of them were male. In 

one month, 12 patients recorded a total of 1901 activities. The mean of automatic 

reminders per patient was 918/month or 29.6/day. The mean entry number per patient 

was 158.4 (median 116.5) and for each patient, the mean entry number per day was 5.1. 

The number of recorded activities of the patients in the study showed great variation 

(minimum 22, maximum 388). The most frequent entries were; Ate 171 (9.0%), washed 

my face 163 (8.6%), brushed my teeth 140 (7.4%), had breakfast 114 (6.0%), and made 

my bed 104 (5.5%). We observed an ongoing resistance to recording their medication. 

The average monthly entry for each patient is only five times. 

The numbers of daily recorded activities showed a decreasing tendency over time 

(Figure 2). Pre-study and post-study test results of the patients are shown in Table 1. 

4. Discussion and Conclusion 

The most striking result of our study is the observation of the patients’ decrease in app 

use over time. Despite being a relatively young group of participants, the patients used 

the app an average of 5.1 times a day. This number is similar to 5.2 in FOCUS [8] and 

4.2 in A4i studies [9]. Better adherence in the first week of the study in patients with 

schizophrenia was also observed in other previous studies [10, 11]. The app produced a 
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mean of 918 reminders for each patient and they responded to 17.3% of them. This 

behavior reminds us of “alert fatigue”, a phenomenon that is discussed for clinical 

decision support systems [12]. 

 

 
Figure 2. The number of daily activity records during usage of the patients for 31 days. 

 

Table 1. Pre-study and post-study test results of the patients *Data with parametric distribution is shown as 

mean±standard deviation, and data with non-parametric distribution are shown as median (Q1-Q3). 

Test Pre-study* Post-study* p 
PANSS positive signs 16.2±5.8 14.9±6.9 0.040 

PANSS negative signs 16.0±5.5 15.1±5.6 0.374 
PANSS general psychopathology scale 29.3±7.2 27.8±11.6 0.409 

PANSS Total     61.4±16.4 57.8±20.0 0.103 
FROGS social functioning 17.8±4.5 17.7±4.5 0.809 

FROGS health and treatment 13.3±2.8 13.3±2.9 0.586 

FROGS daily life skills 20.3±3.8 19.7±4.1 0.012 
FROGS occupational functioning  5.8±1.8 5.6±2.0 0.339 

FROGS Total     56.9±11.6 56.2±12.3 0.069 

CGI Severity of illness 3 (2-4) 3 (2-4) 0.157 
IADL total          7.5 (7.0-8.0) 7.5 (7.0-8.0) 0.317 

 

Previous studies showed a positive effect of the mobile intervention on patients with 

schizophrenia [8-9, 13-14]. In the present study, when pre-study and post-study scores 

of PANNS, FROGS, CGI, and IADL were compared, statistical significance was 

observed only for PANNS positive signs (mean pre-test 16.2 and post-test 14.9) and 

FROGS daily life skills (mean pre-test 20.3 and post-test 19.7). Interestingly, the PANNS 

positive signs score shows improvement while the FROGS daily life skills score shows 

deterioration during the study period. The general effect seems to be positive because the 

size effect of PANNS positive signs is larger than FROGS daily life skills score, but due 

to the small sample size and absence of a control group, these findings must be carefully 

interpreted. These changes may be random or a result of other factors such as medication. 

A major limitation of our study is our small number of patients. The study was 

originally planned for 14 patients, but we finished the study with 12 patients. This 

number would be moderate in case of good patient adherence, but we observed an 

apparent decrease in patient usage during the one-month study period. Because of the 

decreasing usage problem, we are suspicious if pre and post-test comparisons reflect the 
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real effect of such an app. Another limitation is the absence of a control group. The 

observed difference in test scores may be due to the natural course of the disease or result 

of the patients’ medication. The absence of a post-study questionnaire also limits the 

value of the present study. A feedback questionnaire would add some detailed 

information on the user perspective and experience. 

The results of the present study show a decrease in time of usage of an app for self-

management by patients with schizophrenia. A reason for this problem may be the high 

number of reminders produced by the app. With the help of a more carefully selected 

smaller set of reminders, better adherence to the app may be obtained. Another approach 

may be the addition of some data which are automatically produced by smartphones. 

Modern smartphones carry several sensors including localization and acceleration 

sensors which can produce valuable data about the patient activity. We also observed 

quite variable usage patterns among patients. In future studies, larger groups would be 

helpful to stratify patients to observe different usage patterns and understand the type of 

patients who will benefit from the intervention. A control group would also be very 

helpful to isolate the effect of intervention from other possible factors. 
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Abstract. Dementia and other related diseases are becoming increasingly diagnosed 

and are placing a serious strain on the healthcare system. Robotic technology 

research is currently underway to provide the much needed support to patients, 
caregivers, and health providers. This includes examining the ethical implications 

of robots use in healthcare. This scoping review explores the current state of the 

literature regarding robotics and dementia with a special lens on ethics. More 
specifically, this paper strives to gain an understanding of the current ethical 

considerations, and propose an intervention for evaluating ethical considerations 

prior to implementation. This research was conducted using PRISMA guidelines,
extracting data from articles. Our findings revealed that further attention to policies 

and guidelines that are currently in place for general use of the technology should 

be utilized, and applied specifically to the context where the technology will be used.

Keywords. Robotics, dementia, ethics

1. Introduction

Dementia and other related diseases are becoming increasingly diagnosed in Canada, 

placing a serious burden on patients, families, caregivers and health practitioners [1]. 

402,000 Canadian seniors aged 65 and over are living with dementia, and the number of 

individuals diagnosed with the disease increases by 76,000 people each year. The 

incidence rate is 14.3 cases per 1,000 senior individuals and over two thirds of those 

diagnosed with the disease are women [2]. There is a growing need for support and 

assistance for patients and families, who have been affected by dementia and other 

related diseases, due to the severe economic challenges that the disease poses to families 

and the healthcare system. Currently, the annual healthcare costs for dementia patients 

in Canada are $8.3 billion, and by 2031 these costs are expected to double to over $16.5 

billion [2]. The use of technological solutions in healthcare in general can significantly 

reduce federal and provincial spending. The use of technology in any way should be done 

in an ethical and thoughtful manner.  Therefore, there is a need to consider the technology 

in the context of the patient’s best interests [3].  The objective of this research is to 

examine the current state of the literature regarding the use of robotic technology in 

dementia care with a special emphasis on ethical considerations. Specifically, the aim is 

to explore ethical awareness surround the technology among designers, developers and 

implementers.

1 Corresponding Author, Evangeline Wagner; E-mail: evangelinemwagner@uvic.ca.

Informatics and Technology in Clinical Care and Public Health
J. Mantas et al. (Eds.)

© 2022 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI210934

362



2. Background

Robotic technology has the potential to assist many individuals who are experiencing 

limitation and their caregivers. Limitations can include physical, cognitive, and/or 

emotional impairments that affect the patient as a result of their disease or condition [4].

By definition, a robotic device is a “physically embodied system capable of enacting 

physical change in the world”. It should be added that robots can assist patients with  

cognitive tasks such as problem-solving and financial management, as well as basic 

activities of daily living (ADL) tasks such as grooming, feeding and moving [4]. Robotic 

devices can help with ADLs such as hygiene and instrumental activities of daily living 

(IADLs) such as going grocery shopping.  Robotic devices can support an individual 

with dementia throughout the progression of their disease by helping them to adapt to 

the cognitive challenges associated with navigating differing contexts or settings [5]. 

The use of robotics and other medical technologies can provide life changing support 

to patients, families, caregivers and healthcare providers. However, ethical discussions

must be understood in order to ensure that the rights of patients and involved parties are 

respected. The IMIA Code of Ethics includes the Fundamental Ethical Principles and the 

General Principles of Informatics Ethics, which provide for the planning and 

consideration of ethics in the delivery of modern healthcare solutions [3]. It should be 

noted that the IMIA Code of Ethics encompasses several, if not all medical (or health)

technologies. It is argued that the guidelines can be interpreted differently for varying 

types of diseases and technologies that are used to treat or support those diseases.

3. Methods

A scoping review was undertaken to assess the current state of the literature.  The review 

employed Arksey and O’Malley’s [6] and Levac’s [7] guidelines, and adhered to the 

Preferred Reporting Items for Systematic Reviews (PRISMA) guidelines.

3.1. Literature Search

A comprehensive search of four electronic databases: MEDLINE®, PubMed®, 

IEEEXplore® and Web of Science® was conducted. The search terms used were 

“dementia”, “ethics” and “robotics”, and were entered into each of the databases. Articles 

were extracted between the years of 2005 and 2021 in order to obtain relevant results. 

Following the database searches, all articles were extracted using Zotero® software.

After extraction, the cumulative search results were imported into Covidence® for title 

screening and abstract screening, full text review and data extraction. Prior to importing 

the articles, the search results were visually checked for accuracy and unrestricted ability 

to view and download documents.

3.2. Inclusion Criteria and Exclusion Criteria

For an article to be included in the scoping review, it must be an empirical study focused 

on the ethical implications of robotics use in home care, and specifically in dementia 

care. Articles were included between the years 2005 and 2021. Additionally, if the article 

mentioned mild cognitive impairment and home care it was were considered for 
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inclusion and review. Articles were excluded if: (1) they did not mention ethics in either 

the objectives or discussion, (2) did not include robotics in the study (3) studied the use 

of a robot outside of a home care context (e.g. a hospital) and (4) not in English or French. 

Posters, abstracts, pamphlets and infographics were excluded. Studies that did not 

mention dementia or mild cognitive impairments were excluded, as well as studies which 

were primarily concerned with the function of the device rather than the ethical 

implications of its use.

3.3. Procedure

The article screening process was conducted using PRISMA guidelines for scoping 

reviews [8]. One reviewer screened titles and abstracts to fit the inclusion and exclusion 

criteria using Covidence®. The reviewer downloaded the final set of articles that were 

accepted into the study that were fully reviewed. All included articles fit the inclusion 

criteria and relevant data were extracted. Extracted data from the included articles 

following the full text review included the year of publication, country of origin, study 

design and number of participants. Additionally, specific details that were related to the 

inclusion criteria were extracted such as ethical issues and mitigation strategies that were 

mentioned. Any gaps in the research as well as the findings and impact were extracted.

4. Results

Following an initial search, 49 studies were imported into Covidence® for screening. 

After 11 duplicates were removed, 38 titles and abstracts were screened. Following title 

and abstract screening, a total of 31 studies were screened as full text. A further 17 studies 

were excluded based on the criteria, as outlined above (see Figure 1). Following the full 

text review, 12 articles were included in the study.

4.1. Article Characteristics

The articles included in the study were published between the years 2010 and 2020.

Studies were included from several different journals (n=10).  Many studies were 

published in Ethics and Information Technology (25%[3/12]). Half of the studies 

(50%[6/12]) were published in ethics journals.  The studies employed survey, interview

and focus group designs.  Some researchers published literature reviews focused on this 

topic.  The first authors of these research works represented nine countries, with the most 

common being England (25%[3/12]) and Switzerland (17%[2/12]). The remaining 

studies were conducted in Australia, Finland, Sweden, Ireland, United States, Norway 

and Belgium.
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Figure 1. PRISMA Diagram

4.2. Themes

Three themes were identified: ethical considerations, robotic functions and healthcare 

system impact. The majority of the studies discussed ethical considerations that should 

be taken into account prior to robot implementation. The most common ethical 

considerations which were discussed were the potential for reduced human contact, 

privacy, affordability, infantilization, safety, independence, justice and informed consent 

[9-13]. The robots that were studied performed a number of functions.  Robot functions 

included providing companionship [9], assistance (with basic movement, preventative 

measures) [10, 15] or were involved with video surveillance (i.e. surveillance) robots 

[14]. The remainder of studies did not state the specific functions of the robots. The 

principle impacts were safety, standardization and providing ethical solutions to health 

problems. Additionally, there were observed calls for policy change medical 

professionals in the field of robotics involved with caring for patients with cognitive 

impairments and dementia.

5. Discussion

The results of the review displayed the current state of the literature involving empirical 

studies of dementia and robotics used in healthcare with ethical considerations. Early 

research studies on the topic focus on the specific functions and desired effects of the use 

of robotic devices in healthcare for different diseases, and have now evolved into trials 

and studies that examine more than functionality. The role of robotics in the healthcare 

delivery process has raised questions and concerns about ethics and patient safety [10]. 

A gap in the research is the lack of standardization between regional codes of ethics and 

robotic implementations. For example, in Canada, the IMIA Code of Ethics is used;

however, there are no guidelines or policies that specifically address the current research 

findings at the intersection of robotics and dementia care that fully reflect the relevant 

IMIA ethical principles. The potential implications of ethical breaches and mishaps are 

discussed in the literature. However, there is limited research regarding ethics in the 

conception, design and development of robotic devices prior to implementation.
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6. Conclusion

Robots are considered a treatment and symptom management option for patients with 

dementia and have been seen to have numerous benefits to patients and caregivers. 

Further investigation is required to assess the ethical implications of robotic devices, and 

the potential ramifications that they may have on patients, their families and society.

Additionally, a guide should be developed in order to evaluate the suitability of a device 

before implementation to reduce the chances adverse events from occurring.
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Abstract. Frailty is one of the major problems associated with an aging society.
Therefore, frailty assessment tools which support early detection and autonomous 

monitoring of the frailty status are heavily needed. One of the most used tests for 

functional assessment of the elderly is the “Timed Up-and-Go” test. In previous 
projects, we have developed an ultrasound-based device that enables performing the 

test autonomously. This paper described the development and validation of 

algorithms for detection of subtasks (stand up, walk, turn around, walk, sit down) 
and for step frequency estimation from the Timed Up-and-Go signals. The 

algorithms have been tested with an annotated test set recorded in 8 healthy subjects. 

The mean error for the developed subtask transition detection algorithms was in 
between 0.22 and 0.35 s. The mean step frequency error was 0.15 Hz. Future steps 

will include prospective evaluation of the algorithms with elderly people.

Keywords. Frailty, timed up-and-go test, tele-health, monitoring

1. Introduction

The growth in life expectancy in the past decades has led to increasing frailty, which is 

a risk factor for many diseases [1]. To prevent the associated negative health outcomes,

an early identification of the frailty signs and symptoms is needed. There are various 

approaches for automatically assessing frailty with different devices, which are very well 

summarized in [2] and [3]. One of the most promising frailty-assessment tools especially 

for home-based, autonomous scenarios, is the Timed Up-and-Go (TUG) test [4]. While 

the total TUG time has already proven to be a good frailty measure, it has been shown 

that considering also sub-tasks of the TUG test [5] and gait speed [6] can further improve 

frailty assessments. In a previous work, we have developed an ultrasound-based TUG 

measurement device to be used autonomously by patients at risk of frailty [7]. Initial 

experiments for subtask detection showed promising results [8], but still left some room 

for improvement. This paper describes the development of advanced algorithms for 

subtasks detection and for step frequency estimation from TUG signals.
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2. Methods

2.1. Recording of supervised TUG tests

We recorded healthy volunteers performing supervised TUG tests. TUG device data 

were captured together with audio and video data using a camera in an Android mobile 

phone. Data automatically derived from the TUG recordings were compared to a ground 

truth, which was manually extracted from the audio and video recordings.

2.2. Subtask classification

We designed and compared algorithms based on three different approaches for subtask 

detection. For filtering and smoothing, a Gauss distribution was fit to the original TUG 

signal. Four transitions in between the five subtasks of the TUG test were annotated: 

stand up/walk forward (T1), walk forward/turn around (T2) turn around/walk back (T3) 

walk back/sit down (T4). Figure 1 shows an example of a test signal with the moments 

of the transitions marked by the vertical lines.

Figure 1. Example of a test signal. The curve represents the distance from the subject to the device placed in 
the backrest of the chair. TUG subtasks and the transitions between them according to reference are 

represented in gray. Transition times estimated with one of the algorithms are marked by pink vertical lines.

Approach 1 was based on our previous approach published in [8], which separated the 

subtasks depending on specific distances of the subject to the device. However, no 

reference subtask annotations were available when developing the approach in [8]. 

Therefore, for approach 2, we optimized the threshold distances based on the recorded 

videos. For approach 3, T1 and T4 were estimated before the maximum and at the 

minimum of the polynomial fitting of the derivatives of the signals. Table 1 presents an 

explanation of the different criteria established for the detection of the subtask transitions.

Table 1. Explanation of three different approaches to separate subtasks: stand up/walk forward (T1), walk 

forward/turn around (T2) turn around/walk back (T3) walk back/sit down (T4).

Approach T1 T2 T3 T4
1 1 m (way out) 3.2 m (way out) 3.2 m (way back) 1 m (way back)

2 0.5 m (way out) 3 m (way out) 3.3 m (way back) 1.2 m (way back)

3 Before the maximum of the 
derivative’s polynomial fitting

- - At the minimum of the 
polynomial fitting
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2.3. Step frequency

We considered two different approaches for estimating the step frequency. In the 

frequency domain, after applying some processing steps to the signals, we transformed 

them to the frequency domain via a fast Fourier transform. We considered the highest 

peak in the spectrum as the estimated frequency. In the time domain, we derived the 

number of steps made during the test from the derivative curve of the signal. Specifically, 

the number of peaks higher than a certain value in the derivative signal was assessed with 

each of the peaks corresponding to one step. The peaks were counted for the walking 

period. After estimating the number of steps for each test, we calculated the step 

frequency dividing the number of steps in a test by the duration of the test.

3. Results

3.1. Dataset

Eight healthy volunteers (20 to 29 years, 5 female) each performed 10 tests, resulting in 

80 TUG, video and audio signals. The average test duration was of 10.01 s. The average 

difference between total TUG time measured by the device and respective reference 

values from the videos was 0.19 ± 0.16 seconds (mean relative error: 1.50%). 

3.2. Analysis of the subtask classification strategies

Table 2 summarizes the results for all the approaches. The mean time difference refers 

to the comparison between the real subtask transition times (extracted from the videos) 

and the times obtained by establishing the corresponding approach.

Table 2. Comparison of subtask times as calculated based on criteria with the ground truth derived from video 

recordings including correlation coefficients R.

Approach 1 T1 T2 T3 T4
R (p-value) 0.65 (p < 0.001)        0.93 (p < 0.001)        0.87 (p < 0.001)        0.97 (p < 0.001)        
Mean ± std 0.71 ± 0.34 s 0.28 ± 0.24 s 0.41 ± 0.48 s 0.34 ± 0.34 s

Approach 2 T1 T2 T3 T4
R (p-value) 0.48 (p < 0.001)        0.91 (p < 0.001)        0.86 (p < 0.001)        0.95 (p < 0.001)        

Mean ± std 0.25 ± 0.27 s 0.25 ± 0.23 s 0.35 ± 0.48 s 0.28 ± 0.37 s

Approach 3 T1 T2 T3 T4
R (p-value) 0.62 (p < 0.001) - - 0.97 (p < 0.001)

Mean ± std 0.22 ± 0.17 s - - 0.27 ± 0.22 s

3.3. Analysis of the step frequency calculation strategies

Estimated step frequencies were compared with the reference frequencies extracted from 

the videos. In the frequency domain, the difference between the measurements was 

considerably high and with respect to the correlation, the results were not significant. For 

the analysis in the time domain of the step frequency of the participants, the estimated 

number of steps was translated to frequency by dividing it by the total duration of the 

test. The mean difference and standard deviation between the real and the estimated 

frequencies for all subjects was 0.15 ± 0.12 Hz (R=0.45, p < 0.05).

A. Diz Felipe et al. / Development of Algorithms for Automated Timed Up-and-Go Test 369



4. Discussion

Regarding the validation of the TUG device, the level of accuracy ensures that the small

error would not influence the identification of the subject’s frailty. Overall, it can be 

stated that the TUG device is also useful to detect where each of the subtasks starts and 

ends autonomously, avoiding the use of complex camera systems [9] or sensors [10]. For 

the gait speed estimation, in the frequency domain, the results cannot be considered 

worthwhile since a p-value of p > 0.05 leads to discard this method. In the time domain, 

the results were significantly improved as the mean error of the estimation as well as the 

p-value were considerably decreased.

The newly developed algorithms have been optimized and tested based on the same 

test set. A prospective study is currently planned, to validate the results and to exclude

potential overfitting. There may be imprecision in the results coming from the inaccuracy

at the determination of the "real" parameters. If different people had determined the 

values for those parameters, they may not have given the exact same results. 

All the investigation proceeded in this work should be extended to elderly people. It 

should be studied if the designed algorithms can also be applied to signals obtained from 

elderly people which may also have mobility limitations. All the processing steps

developed could be applied to previously recorded TUG device signals for other studies. 

In [7] fall risk of an elderly population was assessed by discrimination between fallers 

and non-fallers. For this purpose, different features of the TUG test were considered.

This investigation could be extended by evaluating the differences in gait speed or in the 

duration of specific subtasks between the two groups.
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Abstract. In recent years there has been growing research on the combination of 

evidence-based behavioral change techniques with mobile-based recommender 
systems. In this paper, we have focused on understanding the psychological burdens 

experienced by caregivers of children undergoing growth hormone treatment (GHt) 

and the perceived barriers to and drivers of the adoption of a digital health solution. 
This is a mixed-methods formative research study looking into technical acceptance 

aspects of using digital health for the emotional support of parents of children 

undergoing GHt. After one month using the ADHERA CARING platform (Adhera 
Health, Inc., Palo Alto, CA), individual semi-structured interviews were conducted. 

ADHERA CARING provides tailored emotional and self-management support to 

caregivers of children undergoing GHt to improve adherence to treatment through 
positive education, personalized motivational messages, and emotional support. A 

preliminary thematic analysis and categorization were carried out, based on the 

Behavioral Intervention Technology (BIT) model. The majority of participants were 
female. All caregivers positively valued having the tool, especially at the beginning 

of treatment. Information provided in the educational module was useful and 

improved self-efficacy. Motivational messages contributed to commitment and 
reinforced the educational content, thus promoting continuity of treatment and 

potentially improving treatment efficacy. Most participants (n=10, 80%) accessed 
all educational units and completed all the 27 quiz questions. Regarding the 

motivational messages, the overall average rating was 4.55 out of 5.00. ADHERA 

CARING has the potential to help caregivers to understand the treatment journey. 
Nevertheless, users have identified that some types of educational content are more 

valuable at specific stages of the treatment journey, which suggests that 

personalization of educational content is required to adapt to different stages of the 
patient journey. 

Keywords. Digital Health, Growth Hormone, Behavioral Intervention, Caregiver 
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1. Introduction 

Adherence to growth hormone treatment (GHt) among children is variable and remains 

a problem [1]. Prior research has been looking into digital health tools to support GHt 

treatment [2], that includes mobile applications [3], and more advanced digital health 

ecosystems that integrate mobile solutions with connected injection devices [4]. 

One of the key stakeholders to be supported are the caregivers, normally parents, of 

children that require long term pharmacological treatment since research shows the 

negative impact of stress on adherence and overall quality of life [5]. In this paper, we 

present a study exploring the feasibility of a mobile digital intervention for emotional 

and self-management support of caregivers of children receiving GHt. The intervention 

relies on a digital health platform powered by a Health Recommender System [6] that 

incorporates self-management educational content, motivational messages, and 

interactive mental well-being content addressing aspects such as stress management, 

self-esteem [7] and compassion [8]. 

2. Methods 

This is a mixed methods formative research study looking into technical acceptance 

aspects of using digital health for the emotional support to parents of children undergoing 

GHt. The study was conducted in the Pediatric Endocrinology unit of the Hospital 

Miguel Servet (Zaragoza, Spain). It received the clearance from the hospital ethical board 

and the protocol is publicly available at clinicaltrials.gov (NCT04812665). 

After a one-month period of using the ADHERA CARING platform (Adhera Health, 

Inc., Palo Alto, CA), individual semi-structured interviews were conducted. These 

interviews addressed the psychological burdens experienced by caregivers of children 

receiving GHt and the barriers and facilitators for the adoption of the mobile solution 

were discussed in relation to cargivers’ individualized needs and expectations related to 

children's health outcomes. 

The interviews were audio recorded and transcribed by one research assistant, and a 

preliminary thematic analysis and categorization was carried out, based on the 

Behavioral Intervention Technology Model (BIT) [8], which provides an integrated 

conceptual and technological framework for eHealth interventions. A preliminary 

thematic analysis and categorization was carried out, based on the BIT model [8], which 

provides an integrated conceptual and technological framework for eHealth and mHealth 

interventions. Demographic and engagement data was also analyzed using descriptive 

statistics. 

2.1.  mHealth-based digital intervention 

ADHERA CARING provides tailored emotional and self-management support to 

caregivers of children undergoing GHt to improve adherence to treatment through 

positive education, personalized motivational messages, and emotional support. Once 

onboarded, users follow an empowerment program with easy-to-digest educational, 

personalized, and actionable content included for them, and also perform mental well-

being activities. 

Education is provided via different educational pieces of text classified by categories 

and organized in units. These contents were fully accessible from day one of user 
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enrollment. Whenever a unit is tagged as read, its icon turns green to reflect the progress 

(Figure 1-A). A progress bar is also displayed and advances as the units are tagged as 

read by the users. Within each category, the last educational unit is a quiz. The quiz is 

made up of several questions with multiple choices (Figure 1-B). An explanation of the 

answer is provided right after answering the question. The quiz is only available once all 

the other units within the category have been marked as read. 

Motivational messages are delivered into an inbox in the app (Figure 1-C). Every 

time the app receives a new message, a push notification is triggered so that the user can 

access the message directly. Messages can be rated by users with a score from 1 to 5 

stars. Messages are delivered by a health recommender system [5]. This algorithm works 

in two steps. The first step is a knowledge-based algorithm to filter incompatible 

messages with the user profile. The remaining messages are then passed to a 

collaborative filtering algorithm, that uses the demographic profile and the user ratings 

to compute a similarity measurement between the user profile and each message. 

 

Figure 1. Screenshots of the ADHERA CARING Platform. 

The mental well-being module (Figure 1-D) includes two exercises: ‘Mindful 

breathing’ and ‘Self-compassion meditation’. These are audio-guided sessions that users 

can complete at their convenience. Before and after each session, the user is asked to 

complete a well-being assessment (Figure 1-E). 

3. Results 

The majority of participants were female (80%) with an average age of 45 years. The 

interviewees positively valued having a tool that provides them with the necessary 

information and support for emotional well-being to face stressful situations and 

approach the treatment in a more natural and calm way, avoiding the distress transfer 

from the caregiver to the child. Notably, many of the caregivers highlighted the 

importance of having the support of the solution especially at the early stages of 

treatment. 

Regarding the behavior change strategies used to achieve the objectives, the 

caregivers liked the structure of small topics to facilitate the understanding of each theme. 

Therefore, the educational content seems to be important to reinforce and remind 

caregivers of some aspects of patient treatment. The emotional management tips and 

educational content were also raised as a good initiative. The contents provided by the 

ADHERA CARING health recommender system (AI based) were perceived useful by 

the users. Caregivers liked the messages and their frequency. They also found positive 
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the strategy to reinforce the educational learnings. In general, the interviewees agreed 

that ADHERA CARING very intuitive and easy to use, with an attractive design. 

Engagement data of the ADHERA CARING platform (Table 1) indicates that 80% 

of the total of 10 participants have accessed all 39 available educational units and 

completed all the 27 available quiz questions. The overall average rating was 4.55 out of 

5.00. 

Table 1. Engagement Data 

Participant Education 
units 

accessed 

Education 
units 

completed 

Quiz 
Questions 
completed 

Messages 
rated 

Average 
Rating 

1 39 (100%) 39 (100%) 27 (100%) - - 
2 39 (100%) 39 (100%) 27 (100%) 17 5.00 

3 39 (100%) 39 (100%) 27 (100%) 41 5.00 

4 39 (100%) 39 (100%) 27 (100%) 46 5.00 
5 39 (100%) 39 (100%) 27 (100%) 32 4.03 

6 39 (100%) 39 (100%) 27 (100%) 6 5.00 

7 39 (100%) 39 (100%) 27 (100%) 36 4.11 
8 39 (100%) 4 (10%) 0 (0%) - - 

9 39 (100%) 15 (38%) 9 (33%) 6 3.33 

10 39 (100%) 39 (100%) 27 (100%) - - 

4. Conclusions 

The ADHERA CARING platform has potential to help caregivers to understand the 

treatment journey, specially at the beginning of the GHt, with a friendly interface and 

easy to digest educational content organized in small units and facilitating the 

reinforcement of information through personalized messages and quizzes.  Nevertheless, 

users have identified that some types of educational content are more valuable at specific 

stages of the treatment journey than others, which suggest that deeper personalization 

adapting to the stage of patient journey is required. 
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Abstract. Many meditation apps have been used to improve the mental wellbeing 

of individuals. However, little information is available regarding the quality of the 
applications. This study aims to evaluate meditation apps using the Mobile 

Applications Rating Scale (MARS). A systematic search for meditation apps was 

performed on both Android Google Play and Apple iOS Store. We used two 
keywords to search both app stores: meditation and mindfulness. Out of 623 apps 

identified, 334 apps were excluded due to language, containing only reminders to 

meditate, or for not being accessible. A total number of 289 apps remained, of which 
280 apps were excluded for being information-only focused, containing religious 

practices, eating habits, exercises, or for not being free. Therefore, nine apps were 

included in this review for evaluation. The MARS ratings used in this app review 
were based on scores from a prior study conducted. The mobile app Headspace had 

the highest average (4), which is rated as ‘good’ based on MARS. The remaining 

apps were rated as acceptable with averages that ranged from 3.2-3.7. 

Keywords. Meditation apps, mindfulness apps, Mobile Applications Ratings Scale 

(MARS), app review 

1. Introduction 

There is significant research discussing the impact of meditation on an individual’s well-

being. Mindfulness has been found to be beneficial to mental health and is being adopted 

in medicine both for therapeutic applications as well as in creating protocols for treating 

conditions such as chronic pain and stress [1]. Meditation is a skill that requires sustained 

practice and efforts to be effective; this is a challenge for training that implemented in 

traditional face-to-face or app-based settings. Apps allow for ease of access to practice 

meditation; additionally, apps designed to interact with users and are aesthetically 

pleasing are more likely to regularly engage users in performing meditation-based 

practice activities. Several meditation-based apps have the potential to improve mental 

wellbeing. Although these apps are easily accessible on various app stores, limited 

information is available regarding the quality of the applications. The objective of this 

app review is to evaluate meditation apps available on Android Google Play and Apple 

iOS Store using the Mobile Applications Rating Scale (MARS) [2]. 
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2. Methods 

2.1.  App Search and Selection 

A systematic search for meditation apps was conducted in February 2021. For Android, 

the Google Play Store was used to conduct this search, while the App Store was used for 

iOS devices. The terms used in searching the app stores were meditation and mindfulness. 

As for the eligibility criteria, apps were included if they were accessible, included 

meditation exercises, being written in English, and available for free with in-app-

purchases. They were excluded if they only contained reminders for users to meditate, 

or if they incorporated religious practices, eating habits, exercises, or focused on 

pregnancy. They were also excluded if they were only information-based and were not 

for free. In the first phase, after the apps were found, apps were included or excluded 

based on language and accessibility. In the second phase, the apps were included or 

excluded based on the app’s cost and content. 

2.2.  App Evaluation 

The quality of the apps was assessed by using the MARS rating scale. The MARS scale 

consists of 23 items classified into 3 categories; classification, satisfaction, and quality 

of the app. The MARS adopts a 5-point scale, with the ratings noted to include 1-

inadequate, 2-Poor, 3-Acceptable, 4-Good, 5-Excellent. Included apps were rated using 

the satisfaction category, and four subscales of the app quality category. These include 

functionality, engagement, information quality, and aesthetics. The MARS score is 

obtained through computing the mean of the app quality subscales and overall mean 

score; subjective items are rated separately. MARS ratings used in this review were based 

on scores from a previously conducted study [3]. 

3. Results 

3.1.  Search Results 

By searching Google Play Store and App Store, we identified 246 and 377 apps, 

respectively. A total of 623 apps were found (Appendix 1). In the preliminary screening 

phase, we excluded 334 apps for the following reasons: they were not easily accessible 

(n=10), they were not available in English (n=38), they only reminded users of time to 

meditate, guided meditation tracks, games, etc. (n=286). In the second phase, we 

excluded 280 apps because they incorporated religious practices, eating, exercise, or 

pregnancy (n=183), were information-focused (n=84), or not free (n=13). A total of nine 

apps were included for evaluation. 

3.2.  App Quality Based on MARS 

Appendix 2 shows the rating of the MARS in each category: engagement, functionality, 

aesthetics, information, satisfaction, and then the overall score of all these categories. 

Among the apps, Headspace had the highest overall score (4), which indicates a ‘good’ 

quality based on MARS. On the other hand, the apps Mindfully Me and Mindfulness 
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Coach had the lowest overall score (3.2), which indicates an ‘acceptable’ quality based 

on MARS. The overall score ranged between 3.3 and 3.7 for the remaining, indicating 

an ‘acceptable’ quality. Engagement and satisfaction were the lowest-rated aspects of the 

apps with an average of 3.2 whereas functionality was the highest-rated aspect of the 

apps with an average of 3.2. 

3.3.  Features of Meditation Apps 

Our results show that apps with timers, tracking facilities, the ability to set reminders and 

link to social media are considered to be high-quality meditation apps [3]. The features 

we looked for in apps were in-app purchases, timers, reminders, tracking, and social 

media features (Appendix 3). Only three apps had all the above-mentioned features: 

Headspace, Mindfulness Daily, and Rhythm Free. On the other hand, one app (i.e., 

Complete Mindfulness) did not have any of these features. Tracking facilities were the 

most available feature in the apps (n=8). In-app purchases was the least available feature 

in the apps (n=3). 

4. Discussion 

4.1.  Principal Findings 

Of the reviewed apps, different methods were used in explaining the concept of 

meditation and mindfulness. However, there was variance to the extent of explanation, 

with apps like Headspace and Smiling Mind noted to adopt unique visual methods in 

explaining the benefits of meditation and mindfulness. 

Meditation is a skill that requires sustained practice and efforts for it to be effective, 

and this is a challenge for both training that is implemented in a traditional face-to-face 

setting or app-based training. Apps allow for ease of access to meditation practice; apps 

which have been designed to be interactive and are  aesthetically pleasing are most likely 

to engage users in regularly performing meditation-based practice activities. With 

regards to engagement, 3.0 was rated to be the minimum acceptable score on the MARS. 

All of the included apps have met this score. These apps were noted to have high-quality 

graphics, with interfaces that are simple to adopt and voices that are soothing when 

guided meditation tasks are being performed. For example, Headspace is noted to use 

short videos to aid the meditation tracks or serve as a guide during meditation. 

Additionally, an app that features a user-base community may motivate users to 

engage in healthy activities, as these communities could aid users in discussing and 

sharing their experiences and challenges of meditation practice. This could serve as a 

support or replacement for the provided support usually present in face-to-face 

meditation practices. Although more than 60% of the apps reviewed provided some sort 

of link to other social media platforms, Headspace was the only app that included 

community support as part of its features. 

4.2.  Practical and Research Implications 

Our review did not evaluate the effectiveness of mediation apps on mental health. We 

recommend that systematic reviews should be conducted to examine the effectiveness of 

R. Muhiyaddin et al. / Evaluation of Meditation Apps Available on Google Play and Apple Store378



meditation apps on mental health. In addition, we only focused on free or in-app purchase 

apps, so further app reviews are needed to evaluate the quality of non-free apps. 

Additionally, we did not search other app stores such as HUAWEI AppGallery. 

Researchers should consider exploring other app stores in addition to the App Store and 

Google Play store. Healthcare professionals may be interested in recommending the 

meditation apps that have the highest overall score and the largest number of features to 

patients. We also recommend that app developers consider user engagement and 

satisfaction when creating future apps. Finally, companies may benefit by providing their 

employees with meditation apps that are free to use (or havein-app purchases), rather 

than asking workers to use paid apps. 

4.3.  Strengths and Limitations 

The study adopted the use of MARS in the measurement of the quality of apps. This was 

dependent on four objective subscales including information quality, visual aesthetics, 

functionality and engagement, and one subjective scale of satisfaction. Only the 

objective scales are incorporated in the total app score as per the quality scales. This 

indicates the reliability of the measure as to the rating of the quality of apps. It should be 

noted that MARS scores adopted in this study were based on prior MARS results for the 

apps identified. We may have excluded several meditations apps because we studied free, 

English-written apps available at the App Store and Google Play Store. 

5. Conclusions 

Most mediation apps that are available to the public and in the English language have an 

acceptable quality. However, there is still room to improve mediations apps in order to 

achieve a higher quality. Healthcare professionals may want to consider recommending 

mediation apps that have the highest overall score and the largest number of features to 

their patients. App developers should consider features that would best appeal to user 

engagement and satisfaction in addition to the remaining aspects of MARS. Systematic 

reviews should be conducted to evaluate the effectiveness of mediation apps. Appendix 

files are available at GitHub: https://github.com/rmuhiyaddin/Appendix.git. 
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Abstract. This review aims to provide an overview of the features of meditation 

apps as described in empirical literature. Nine databases were searched for this 
review. Search terms were related to all types of meditation. Study selection and 

data extraction of the included studies were conducted by two reviewers. We 

included 93 studies in this review. Headspace was the most common app among 
studies and the most common type of meditation was mindfulness. Stress was the 

most targeted health condition by the studies. Future research needs to focus on 

different mental conditions other than stress to understand the effect of meditation 
apps on mental health. 

Keywords. Meditation, mindfulness, mobile applications, scoping review 

1. Introduction 

Meditation is a well-known practice that helps in reducing stress, depression, anxiety, 

and other mental disorders [1]. It is the process of an individual focusing their awareness 

to relax the mind and body [2]. In the past decade, meditation has become accessible 

ditially. People can access meditation applications through their phones, tablets, or 

computers. The main advantage of online-based meditation programs is convenience 

because of their ubiquitousness and low cost.  There are many meditation apps on the 

market, including well-known apps such as Headspace, Calm, and Insight Timer. 

However, most studies conducted investigating these meditation apps focus on mental 

disorders. No scoping review has explore and summarize the features of meditation apps, 

despite the importance of this information. To fill this gap, this review aims to provide 

an overview of the features of meditation apps as described in the empirical literature. 

2. Methods 

The guidelines of the Joanna Briggs Institute (JBI) methodology were followed to 

conduct this scoping review [3]. Nine bibliographic databases were searched for this 

review: MEDLINE, EMBASE, PsycINFO, CINAHL, Scopus, IEEE Xplore, Cochrane 
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Library, Google Scholar, and ACM Digital Library. Because Google Scholar 

recommended thousands of results, only the first 100 studies were included. Search terms 

that were chosen are based on the intervention (meditation) and the platform (mobile 

applications). The search strings used to search all of the above databases can be found 

in Appendix 1. No restrictions were applied on population (i.e., users of the app), 

measured outcome, setting, country of publication, and year of publication. The study 

selection process consisted of screening titles and abstracts of all retrieved studies, then 

reading full texts of the remaining studies. Data were extracted from the included studies 

using a data extraction form created in Excel (Appendix 2). The study selection and data 

extraction processes were carried out by two reviewers (RM & MA) independently. A 

third reviewer (AA) was consulted in cases of  disagreement. Extracted data were 

summarized using two tables and narratively described. 

3. Results 

3.1.  Search Results 

As shown in Appendix 3, 1,201 studies were retrieved from searching the nine databases, 

and 342 duplicates were removed before starting the study selection process. After 

scanning the titles and abstracts of the 859 remaining studies, 748 studies were excluded 

studies due to irrelevant intervention, irrelevant platform, type of publication, and non-

English studies. Reading the full text of the remained 111 studies led to excluding 18 

studies due to the irrelevant intervention, irrelevant publication type, unavailable full 

text, and non-English studies. Overall, 93 studies were included in the data synthesis. 

Appendix 4 shows the list of all included studies. 

3.2.  Characteristics of Studies 

As seen in Appendix 5, most studies included were journal articles (n=77, 82.8%). The 

included studies were published in 22 different countries; however, about two-thirds of 

the studies were published in the United States (n=61, 66%). The majority of studies 

were conducted between 2017 and 2019 (n=80, 86%). About 63% of studies had a 

sample size of less than 100 (n=59), while the remaining studies had a sample size of 

100 or more (n=33, 35.5%). The mean age of participants was only reported in 70 studies, 

in which the average was 35.2 yrs. Only 85 studies reported the sex of the participants, 

where 25.8% of participants were males. Almost half of the participants were recruited 

from the community (n=45, 48.4%). Appendix 6 shows the characteristics of each 

included study. 

3.3.  Features of Meditation Apps 

As shown in Appendix 7, 50 meditation apps were mentioned in the 93 studies included 

in this review. The most common app used in the included studies was Headspace (n=17) 

followed by Calm (n=9), AEON (n=4), and Pacifica (n=4). The studies’ featured 

meditation apps were used for 16 different health conditions. The most common health 

condition targeted by the meditation apps was stress (n=39), followed by mental health 

(n=8), depression (n=7), and cancer (n=7). There were other health conditions targeted 
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such as nicotine dependence (n=3), essential hypertension, and dementia (n=1) 

(Appendix 7). We identified six different types of meditation delivered by the apps. 

Mindfulness meditation was the most common type (n=55) followed by  guided 

meditation (n=19), and Mindfulness-Based Stress Reduction (MBSR) (n=8). The 

majority of apps in the included studies could be operated on both Android as well as 

iOS (n=72) devices. The majority of the reported apps were in English only (n=29) or 

multi-language (n=30). Some apps were developed in non-English languages (n=11). 

More than half of the apps were still available in the app store at the time of this study 

(n=60). Some were unavailable (n=24), while the availability status for some were 

unknown because the studies did not mention the app used (n=9). As for the cost, 35 

apps were free with in-app purchases, 23 apps were completely free, while the costs of 

32 apps are unknown. Appendix 8 highlights the characteristics of all included 

meditation apps. 

4. Discussion 

4.1.  Principal Findings 

This scoping review aimed to report the features of meditation apps as reported in the 

empirical literature. In the 93 included studies, around 50 different apps were mentioned. 

The top three apps mentioned were Headspace, Calm, and AEON. Headspace is currently 

the leading app in the market due to many factors such as ease of use, variety of exercises 

offered, reminders, aesthetics, and being scientifically supported [4]. Although 

meditation apps were used for various health conditions, they were used mainly for 

alleviating stress. It is known that meditation has a substantial impact on reducing stress, 

other health conditions have yet to be targeted. This allows room for improvement for 

future app developers or conducting future research on different populations with health 

conditions. Additionally, only one app targeted people with dementia, but more studies 

discussing meditation’s impact on dementia should be conducted, as it has been proven 

that meditation can help with improving neural markers and improving working memory 

[5]. The most common type of meditation reported in studies was mindfulness meditation, 

followed by guided meditation. 

4.2.  Strengths & Limitations 

This review encaptures a large number of studies that explore app features and the effect 

they have on different health conditions. This review is considered to be inclusive for a 

few reasons. Firstly, it included 93 studies, which can be considered comprehensive. 

Secondly, nine major databases were searched. Thirdly, no restrictions were applied on 

type of meditation, target health condition, population, measured outcome, year of 

publication, setting, country of publication. In addition, the study selection and data 

extraction processes were done by two reviewers, which reduces the selection bias. 

Although this review was inclusive in many ways, it was at times exclusive. There 

were many types of meditation-related activities that were excluded such as yogic 

practices, religious practices, martial-arts training, and exercise programs. Additionally, 

only studies written in English were included, thereby, we might have missed some 

studies. We also only included empirical studies with a certain type of publications such 

as peer-reviewed articles, thesis, conference proceedings. Lastly, we did not assess the 
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effectiveness and safety of using meditation apps, and, to the best of our knowledge, no 

previous study investigated this. Therefore, systematic reviews are needed to evaluate 

the effectiveness and safety of using meditation apps. 

4.3.  Research & Practical Implications 

The majority of the included studies were conducted in developed countries. Future 

research should be conducted in developing countries, where people suffer more from 

mental health issues and have insufficient resources to combat them (e.g., psychiatrists) 

[6-8]. Additionally, further research should be conducted on health conditions other than 

stress. Because mindfulness meditation was mentioned in more than half of the studies, 

we encourage researchers to explore types of meditation apps for future research. 

Specific guidelines should be followed when conducting future research as there was 

inconsistency in many of the population (e.g., the mean age, and sex) and meditation 

apps (e.g., language of the app and the cost) characteristics reported. Lastly, app 

developers should build multi-language meditation apps to grow a user base, rather than 

limiting their app to one language or region in which users can access the app. 

5. Conclusions 

This study identified and explored 50 different meditation apps. Some of the most 

popular apps were Headspace, Calm, Aeon, Pacifica, Craving to Quit, and Situated 

Interactive Mindfulness App. Although there were 16 health conditions identified, stress 

was the most targeted health condition. Future research should focus on health conditions 

other than stress to be able to understand the effect of meditation on many different 

mental health conditions. Appendix files are available at GitHub: 

https://github.com/rmuhiyaddin/Appendix.git. 
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Abstract. The National Library of Medicine (NLM) controls and publishes the 

thesaurus Medical Subject Headings which is used for indexing PubMed. Besides 

an XML export, the NLM offers a web based MeSH browser. The platform contains 
English terms. The German Institute for Medical Documentation and Information 

(DIMDI) partially translated and published these terms. Recently, the German 

National Library of Medicine (ZB-MED) overtook the translation of MeSH. 
However, there is no dedicated platform which focuses on MeSH and covers 

multiple languages. Here, we address this gap, by offering a modern multilingual 

searchable MeSH browser. A modular platform using open source technology is 
presented. The frontend enables the user to search and browse terms and switch 

between different languages. The current version of the presented MeSH browser 

contains English and German MeSH terms and can be accessed at https://mesh-
browser.de. 

Keywords. MeSH-Browser, Web Service, Databases, Medical Subject Headings 

1. Introduction 

Medical Subject Headings (MeSH) is a hierarchical thesaurus for medical terminology 

which is controlled and published by the National Library of Medicine (NLM). It is used 

for indexing PubMed and annually released in XML format. For public access, the NLM 

offers a web-based MeSH Browser for English terms. The German Institute for Medical 

Documentation and Information (DIMDI) has been translating MeSH for many years, 

revising it annually and adding new terms. However, after the National Library of 

Medicine (NLM) stopped providing the translation system for MeSH in 2019, DIMDI 

halted its translation activities after releasing their translated 2019 version of MeSH. Mid 

2020, the German National Library of Medicine (ZB-MED) decided to take on the MeSH 

translation task with a semi-automated approach [1]. Nevertheless, new datasets were 

not published until now, making the aforementioned DIMDI 2019 version the most 
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recent and reliable German MeSH data to work with. The objective of this work is to 

present a modern multilingual MeSH browser, fully implemented with open-source 

technology, based on the DIMDI 2019 dataset in combination with the 2021 English 

version of MeSH. 

2. Methods 

2.1. System Design 

PostgreSQL has been selected as database software because it is designed to handle a 

wide range of workloads, from single machines to large-scale web services, while 

natively supporting JSON. To store the data of MeSH exports, we modeled a multilingual 

database layout. With PostgREST [2] we added a RESTful API on top of the database. 

Dedicated views and procedures, which access multiple internal data tables, were 

exposed as API endpoints for which an OpenAPI documentation was generated. 

ElasticSearch (ES) was used to provide a fuzzy full-text search. For this purpose, a 

specially defined search container with searchable content from various data tables was 

connected to ES by ZomboDB [3], a third party PostgreSQL extension. Unfortunately, 

PostgREST does not support ZomboDB’s operator and query DSL. Thus, to adjust 

requests to the search endpoint, we leveraged OpenResty. The entire implementation of 

the backend was accelerated by the PostgREST Starter Kit [4] with its associated CLI 

tool [5]. The frontend was developed as a single page application (SPA) using the React 

Admin framework [6]. In order to communicate to an API, the React Admin app requires 

a compatible data provider which generates HTTP requests depending on the API 

architecture. In this case, a custom data provider for PostgREST was developed and used 

[7]. The overall system design is illustrated in Figure 1. 

 

Figure 1. The architecture of the application. 

2.2. Data Import 

The NLM designed an XML format in which both the English and German MeSH 

exports are published as individual files. Consequently, a generic import procedure was 

developed. Specifically, each XML file was flattened into CSV files, partially containing 

JSON content in order to represent nested structures of the XML format. Subsequently, 

CSV data was directly written into the database using custom views of the underlying 

PostgreSQL database. JSON content was processed by trigger functions distributing 

nested data into the designated data tables. As the translations of MeSH qualifiers were 

missing in the German XML file, a CSV database export published by the DIMDI was 

processed to integrate the missing data. The import workflow was implemented using 

snakemake [8]. 

y g g
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3. Results 

3.1. REST Interface 

The REST interface exposes 10 public endpoints: 7 of them to query specific structures 

from underlying data tables, 1 to provide answers to search queries and 2 to serve 

database procedures for querying the tree structure of MeSH. The internal structures 

consist of 16 tables, 5 views, 5 triggers and 8 procedures. One of the 5 views is for 

importing data using a customized trigger. Another one is the search container. 

3.2. User Interface 

The current version of the interface is built with minimal visual complexity and contains 

four pages to show MeSH information: (1) a landing page with a search field, (2) a list 

of search results, (3) detailed view for MeSH descriptors (cf. Figure 2) and (4) a MeSH 

tree browser. The interface of these pages is designed to minimize the number of steps 

required to reach a desired MeSH entity. Both language selection and link to the MeSH 

tree browser are accessible on each page. On the landing page, the query input field lists 

suggestions by utilizing ElasticSearch. When querying, the results are displayed in a list 

that allows further customization of the search term and sorting by score, MeSH term 

and entity type. On (3) and (4), detailed information about a specific MeSH descriptor, 

including related concepts and associated MeSH qualifiers, is displayed. Generally, the 

user interface labels are internationalized and designed for adding more translations in 

the future. Additionally, the web application offers consistent URLs and views of MeSH 

terms, providing shareable links. As a bonus, an integrated Swagger UI displays the 

OpenAPI documentation and enables users to consume the API endpoints directly 

through the browser. 

 

Figure 2. Screenshot of the detailed view of a MeSH descriptor showing the tree and detailed information. 

4. Discussion 

The proposed system design provides a feasible solution to implement a multilingual 

MeSH browser. Based on fuzzy search functionality of ES, the platform provides a 

simple, yet powerful access to the MeSH thesaurus and offers streamlined adaptation of 

additional languages. This initial  use case was restricted to help the team at “Wissen 

Was Wirkt” [9] - a German-language blog run by Cochrane Germany - to efficiently find 

German tags and categories for their blog posts using the comprehensive MeSH 
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vocabulary. Another application could be the preparation of English search queries for 

MEDLINE, similar as in the abandoned work of the French MeSH Browser [10]. 

5. Conclusion 

The presented MeSH browser was designed for multilingual functionality with modern 

open-source technology. In addition to a modern user interface, a RESTful API with 

OpenApi documentation was realized. The current published version contains English 

and German descriptors and is publicly available at https://mesh-browser.de. 
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Abstract. It cannot be deniable that smartphone apps have grown exponentially and 
are playing a crucial role in the response to the COVID-19 pandemic in many 

countries. This paper aims to investigate data privacy, regulations and legal issues 

on COVID-19 tracking apps. A literature search will be followed the PRISMA 
guidelines extension for a scoping review.  The search will be conducted on PubMed 

and Google Scholar. A total of 38 articles from 7,626 articles were reviewed. Mostly 

articles report on data privacy. Not many articles report on regulations and legal 
issues. However, there are many challenges on COVID-19 applications such as 

security risks, privacy issues, political, ethical, and legal risks, and standardization 

issues. 

Keywords. Covid19 Apps, data privacy, legal issues COVID-19, Mobile 

Application, Global Health, Medical Informatics. 

1. Introduction 

As of 31 January, 2019 nCoV declared global health emergency by World Health 

Organization (WHO), and WHO named the disease Coronavirus Disease 2019 (COVID-

19) on 11 February 2020[1-2]. The COVID-19 outbreak has spread worldwide [3], and 

all attacked countries have been making efforts to control this threat [4]. Since the 

COVID-19 attacked our world, no-contact tracing using mobile applications has grown 

exponentially and played a crucial role in the response to the COVID-19 pandemic in 

several countries.  

Mobile apps for COVID-19 are to track and monitor people who are suspected to 

have COVID-19 infection and then report directly to government agencies. However, 

there is no evidence to provide a big picture of data privacy, regulation, and legal issues 

on Mobile application for COVID-19. Therefore, this paper aimed to investigate these 

aforementioned issues.  
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 2. Methods 

2.1. Search strategy 

The literature search was conducted on PubMed and Google Scholar from February 11, 

2020 to December 31, 2020. A literature review was conducted following the PRISMA 

(Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines 

extension for a scoping review [5]. 

2.2. Eligibility criteria 

The inclusion criteria were: 1) the paper should describe the mobile app clearly, 2) had 

a clear demonstration concerning data privacy, regulation and legal issues on COVID-

19 applications, and 3) language is restricted to English language.   

2.3. Study selection 

The relevant keywords were used for a search as following: “COVID-19” “coronavirus”, 

“nCOV19”, “contact tracing”, “COVID-19 apps”, “symptom tracking”, “mobile health 

application”, “mobile apps,” “mobile applications,” “smartphone apps”, “mobile phone 

apps”, “Applications”, “App data privacy”, “Security”, “Regulations”, “legal issues on 

apps”, “data privacy apps”, “legal issues on COVID-19 tracking apps” “data privacy on 

COVID-19 tracking apps” 

3. Results   

 
Figure 1.  Research Framework according to PRISMA guidelines. 
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3.1. Literature search results 

According to the PRISMA guidelines authors screened the abstracts of all discovered 

papers and assessed the available full text papers based on the eligibility criteria to 

finalize the selected papers to be included in the review. A total of 38 articles from 7,626 

searched articles were included in this scoping review study.  

3.1. Data privacy  
Currently, it is undeniable that numerous digital technologies for contract tracing are 

adopted by the government around the globe to combat COVID-19. However, there are 

several concerns and challenges that needed to be addressed and data privacy is 

considered as the top issue. Results indicate that data of individuals’ privacy were mainly 

reported (74% of 38 articles) for disease control policy purpose. Data privacy is 

considered a backbone of COVID-19 tracking application. However, the data privacy in 

deploying the applications for COVID-19 tracking are varied from countries to countries. 

Furthermore, although the protection of individual information privacy and identity is 

vague, yet the privacy of users should be protected to minimize the privacy concern. This 

is in line with the standard approach to protect patient’s privacy that is to limit access to 

patients’ information [6].   

3.2. Regulation and Legal Issues 

Although the novel contact-tracing technologies have been receiving attention in many 

countries because of its significant power for combating COVID-19, the applications are 

supposed to subject to laws and regulations to prevent abuse or exploitation. Findings 

show that besides data privacy issue, regulations and legal issues were also reported 

(26% of 38 articles). Law enforcement should be implemented for data privacy. 

Although data are necessary for epidemic control, its use should be regulated under data 

privacy regulations [7]. Individuals' data should be protected by law enforcement 

agencies.  

4. Discussion  

As the COVID-19 pandemic has drastically worsened, contract-tracing strategy has 

established as one of the COVID-19-related responses. Mobile applications are the novel 

powerful tools that were applied in many countries around the world to fight against 

COVID-19. The government can collect data from the mobile application users to 

identify those who are potentially exposed to the coronavirus. The contract-tracing using 

mobile apps have also caused public concerns and doubts on data its intrusion on data 

privacy. The government should make use of the collected data transparently.  

5. Conclusions 

It can be concluded that, on the one hand, governments use data for controlling the 

COVID-19 situation, but on the other hand the privacy pertaining to user information 
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should be protected by law. To the best of our knowledge, this is the first scoping review 

on data privacy, regulations and legal issues of COVID-19 tracking apps. Although this 

study used only two main databases, yet the databases covered an overwhelming number 

of published papers related to our review issues. 
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Abstract. To assess stroke patient-reported experiences and hospital staff 
experiences, during hospital stay. Methods: Stroke patient-reported experiences 

(n=387) were recorded using the translated and culturally adapted NHS-Stroke 

Questionnaire into Greek and staff experiences (n=236) were investigated using 
the Compassion Satisfaction and Burnout subscales of the ProQOL questionnaire. 

Results: Staff's mean compassion satisfaction score was 39.2 (SD=6.3) and mean 

burnout score was 24.3 (SD=5.6). Only 38.5% of the staff stated that there is 
smooth cooperation with healthcare professionals of other specialties/disciplines. 
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Personnel working in an NHS Hospital was more satisfied and less burned-out 

when compared to personnel working at a University Hospital (p=0.02 and 

p<0.001, respectively). Mean total patient-reported experiences score was 81.9 
(SD=9.5). Bivariate analysis revealed statistically significant differences for total 

patient-reported experiences among the eight study hospitals (p>0.001).

Conclusions: Health policy planners and decision-makers must take into 
consideration the results of such self-reported measures to establish innovative 

techniques to accomplish goals such as staff-specialization, continuous training 

and applying formal frameworks for efficient cooperation amongst different 
disciplines.

Keywords. Stroke Patient Experiences, Staff Experiences, Stroke Care

1. Introduction

The evaluation of stroke patients’ and health professionals’ working in stroke 

clinics/centers experiences has been an emerging research topic recently. However, 

most of the studies conducted so far are qualitative using open interviews and semi-

structured questionnaires. Regarding stroke patients, the main focus has been on 

assessing the quality of medical and nursing care they receive during their 

hospitalization and rehabilitation [1]. In regards to the respective staff, work 

satisfaction, burnout, engagement and personal perceptions are more often studied [2, 3, 

4, 5]. In order to enhance patients’ and staff experiences, the use of universally 

accepted validated quantitative tools may prove useful to stir health policy and decision 

making towards improving quality of care. The aim of this study was to assess stroke 

patient-reported and hospital staff’s experiences in 8 Hospitals in Greece, in the context 

of the SUN4Patients prospective multi-center study.

2. Methods

A cross-sectional study was conducted including 387 stroke patients, who were 

admitted in eight NHS and University Hospitals in Greece and were interviewed via 

telephone one month following hospital discharge. Physicians (n=139) and nursing 

personnel (n=97), working in the SUN4Patients study centres, were recruited to 

participate in the staff experiences survey. The translated and adapted into the Greek 

language NHS-Stroke Questionnaire [6] composed of items on diagnosis, hospital 

admission, medical and nursing staff, the provided care during hospitalization and 

hospital discharge was used. The Compassion Satisfaction and Burnout subscales of 

the ProQOL questionnaire were used to measure staff’s experiences while caring for 

stroke patients. Descriptives were calculated using absolute and relative frequencies 

and mean (SD) and/or median (IR). Bivariate analyses were conducted and multivariate 

linear regression analyses were performed to control for confounding effects (for staff 

experiences: demographics, type of hospital, working conditions and resources, level of 

cooperation, etc. and for patient experiences: demographics, hospital type, health status, 

days of hospitalization, etc.). The research protocol was approved by the Bioethics 

Committee of the NKUA Nursing Department, and the Scientific Committees of the 

study centres/hospitals. Patients and hospital staff gave their informed consent, 

adhering to the EU 2016/679 GDPR provisions and the Declaration of Helsinki.
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3. Results

Hospital staff’s mean age was 39.2 years old (SD=9.7). Staff was taking care of stroke 

patients for an average of 7.73 years (SD=8.1), the median number of stroke in-patients 

who were treating on a monthly basis was 10 (IR=11), while 25.4% were employed in 

a NHS and 74.6% at a University Hospital/Clinic. Mean compassion satisfaction score 

was 39.2 (SD=6.3) (max=50) and mean burnout score 24.3 (SD=5.6) (max=50). More 

than half of the participants (57%) stated that there is almost always the possibility to 

refer the patient directly to rehabilitation following discharge. More than 1 out of 5 

(22.9%) and almost 1/3 participants stated that nursing and medical staff are 

numerically adequate, respectively, while 32.6% and 57.3% stated that nursing and 

medical staff are knowledge-and-skills-wise equipped to care for stroke patients, 

respectively. Finally, only 38.5% stated that there is smooth cooperation with other 

specialties/disciplines towards effective management of stroke patients.

Patients’ mean age was 73.3 years old (SD=14.4) and 29.5% were admitted in a 

NHS Hospital. Mean total patient-reported experiences score was 81.9 (SD=9.5) 

(max=100). Almost 2/3 of the participants (64.9%) showed absence of symptoms 

before admission, while only 26.1% showed absence of symptoms one-month later.

Also, 66.9% and 65.9% of the participants stated that the level of communication with 

nursing and medical staff, respectively, was full and comprehensive and less than half 

of the participants stated that nursing staff was numerically adequate at all times/almost

at all times. Almost 2/3 stated that nursing staff (63.3%) and medical staff (68%) had 

sufficient knowledge and skills to take care of stroke patients and almost 4/5 received 

the necessary instructions on life-style changes, medication and adverse-events.

Table 1: Comparison between study scores and hospitals

Health Personnel Stroke Patients

Hospitals Mean compassion satisfaction 
score (max=50) (SD)* 

Mean burnout score 
(max=50) (SD) * 

Mean experience 
score(max=100) (SD) * 

Hospital 1-UH/C 37.7 (5.4) 24.0 (5.0) 84.3 (5.9)

Hospital 2-UH/C 39.8 (6.2) 23.7 (6.1) 79.7 (11.7)

Hospital 3-UH/C 38.8 (7.6) 26.3 (5.1) 84.0 (9.1)
Hospital 4-UH/C 39.1 (5.0) 25.2 (3.7) 76.9 (14.1)

Hospital 5-NHS 41.4 (4.7) 22.2 (4.8) 81.7 (5.8)

Hospital 6-NHS 44.5 (4.3) 17.1 (4.4) 82.0 (8.6)
Hospital 7-UH/C 36.9 (8.0) 27.4 (6.4) 78.3 (10.5)

Hospital 8-UH/C 34.8 (5.4) 28.0 (3.0) 82.3 (8.2)

UH/C=University Hospital/Clinic, NHS=NHS Hospital, *ANOVA test, p-value<0.001

According to the bivariate analysis (Table 1) and multivariate model results (Table 

2), personnel working in NHS Hospitals was more satisfied and less burned-out 

compared to those working at a University Hospitals/Clinic (p=0.02 and p<0.001, 

respectively).

Table 2: Multivariate Analysis Results for Staff Experiences (only significant relations are shown, a=0.05)

Characteristic /Independent Variable

Dependent variable
Compassion satisfaction 

score (R2=0.180)
Burnout score (R2=0.250)

b / 95% CI / P value b / 95% CI / P value
NHS in relation to University Hospital 2.2/0.3-4.1/0.02 3.6/2.03-5.2/<0.001

Years of experience in stroke patients’ care 0.1/0.001-0.2/0.049 -0.2/-0.3-0.04/0.013
Possibility to refer the patient directly to a 

rehabilitation following discharge 
1.4/0.37-2.41/0.007 -0.93/-1.76-0.09/0.029

Quality of cooperation 1.3/0.16-2.52/0.026 -1.8/-2.8--0.85/<0.001

P. Galanis et al. / Assessing Staff’s and Stroke Patients’ Experiences in 8 Hospitals394



More years of experience in managing stroke patients was related to increased 

satisfaction and decreased burnout (p=0.049 and p=0.013, respectively), as well as for 

the possibility to refer the patient directly to a rehabilitation centre following discharge

(p=0.007 and p=0.029, respectively) and the quality of cooperation with health 

professionals of other specialties/disciplines (p=0.026 and p<0.001, respectively). 

Bivariate analyses revealed that increased age, days of hospitalization in an ICU and 

mRS (Modified Rankin Score) scores (prior to admission and at one-month follow-up) 

were correlated to decreased total patient-reported experiences score. Statistically 

significant differences were found among the eight study hospitals (p>0.001) (Table 1), 

but no difference between NHS Hospitals and University Hospitals/Clinics (p=0.948).

4. Discussion

According to the results of the study, a significant deviation was observed between 

patients’ and staff’s views on numerical and scientific adequacy of the nursing staff in 

stroke care. Patients were more satisfied in comparison to health professionals. This 

finding could be interpreted either by the customary trusting relationship between 

patients and their “carers”, or by the professionals’ acknowledgement for more 

specialized training. Higher compassion satisfaction was noted for NHS Hospitals’ 

staff, a trait that could be explained by the better cooperation with health professionals 

of other specialties/disciplines. Putting emphasis on staff professional development in 

stroke care, as well as improving cooperation amongst them high-quality stroke care 

will be succeeded [7, 8].

5. Conclusions

Health policy planners and decision makers must take into consideration the results of 

such self-reported measures, so as to establish innovative techniques to accomplish 

goals such as staff-specialization, continuous training and applying formal frameworks 

for efficient cooperation amongst different disciplines, in favor of improving patients’ 

and health professionals’ experiences and, ultimately, the quality of the provided care 

to stroke patients.
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Abstract. Heterogeneity is a hallmark of glioblastoma (GBM), the most common 

malignant brain tumor, and a key reason for the poor survival rate of patients.
However, establishing a clinically applicable, cost-efficient tool to measure and 

quantify heterogeneity is challenging. We present a novel method in an ongoing 

study utilizing two convolutional neuronal networks (CNN). After digitizing tumor 
samples, the first CNN delimitates GBM from normal tissue, the second quantifies

heterogeneity within the tumor. Since neuronal networks can detect and interpret 

underlying and hidden information within images and have the ability to incorporate 
different information sets (i.e. clinical data and mutational status), this approach 

might venture towards a next level of integrated diagnosis. It may be applicable to 

other tumors as well and lead to a more precision-based medicine.

Keywords. Tumor heterogeneity, Glioblastoma, Convolutional Neuronal Network,

Neuropathology, Digital Pathology

1. Introduction

Cancer heterogeneity is ubiquitous: For many years, human cancers are known to be 

heterogenous in their gene expression and morphological appearance [1, 2]. Since tumor

heterogeneity is believed to play a key role in acquiring therapy resistance and thus 

leading to a poor prognosis in patients, there is great interest in it [3, 4]. Most studies use 

large-scale mutational characterization to qualify and quantify cancer heterogeneity. 

While these methods are useful to describe and discover intra- and intertumoral 

differences, they lack extensive accessibility. Thus, there is a need for easily available 

and clinically applicable methods to quantify tumor heterogeneity, ideally aided by 

computational technologies [5].
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Artificial intelligence is a promising and powerful tool: Among these 

computational technologies, artificial intelligence (AI) is one of the most promising 

emerging approaches. Certain types of AI, especially convolutional neuronal networks 

(CNN), have successfully been applied in different areas of medical image analysis. 

Among others, they perform at least equal to a dermatologist in detecting skin-cancer in 

images [6, 7] and predict patient outcome from colorectal cancer tissue [8]. It is also 

possible to train neuronal networks to integrate different types of data, such as images 

and genomic biomarkers to generate more accurate predictions of survival [9]. With this 

powerful tool at hand, one can tackle other complex problems and questions like the 

automatic quantification of heterogeneity [10].

Heterogeneity is a hallmark of glioblastoma: As its original name “glioblastoma 

multiforme” suggests, glioblastoma (GBM) is known to be inter- and intratumorally 

heterogenous [11]. It is also infamous for its poor median survival rate of 15 months [12].

Currently, GBM is diagnosed according to the WHO classification based on histological 

and molecular criteria creating a so called integrated diagnosis [13]. Since heterogeneity 

is considered a hallmark of GBM and several studies describing it have been published, 

it is an ideal specimen to test our novel approach for automated quantification of

heterogeneity [11, 14].

In the ongoing study described in this manuscript, we combine histological images

with mutational features that account for tumor heterogeneity, thus resulting in a next 

level of integrated diagnostics. By using easily available hematoxylin and eosin (HE)

slides as input (standard diagnostic slides), we ensure our trained networks to be 

applicable in various settings, helping on the road towards precision-based medicine.

This manuscript focuses on the main approach and methodology in our current research.

2. Method

2.1. Overall Layout

We quantify heterogeneity by using CNNs to detect underlying and hidden information 

in digital HE slides. We train two separate networks using supervised machine learning. 

The first network differentiates between tumor tissue and surrounding brain tissue in HE 

slides. The second network is set up to measure heterogeneity in the tumor regions in the 

HE slides defined by the first CNN. As network architectures, we test both pre-trained 

networks like the Google Inception V3 and an untrained network architecture. To avoid 

overfitting, we augment our data by rotating and flipping the input images and use 

dropout regularization. The ground truth for training are manually labelled HE slides and 

heterogeneity data derived from immunohistochemical (IHC) staining of seven proteins.

However, the final pipeline will only use HE slides to both detect tumor lesions and 

quantify their heterogeneity (see Figure 1). This study was approved by the local ethics 

committee (vote no. 164/19 S-SR, chair Prof. Dr. G. Schmidt).

2.2. Tumor detection

Acquisition and pre-processing of image data: As a training data set, we use 58 GBM

tissue samples stained with HE. 54 tumor-free reference slides from brain autopsies 
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served as controls. After digitizing the slides, the core regions of the tumorous lesions 

were manually labelled and separated from the surrounding brain tissue. Altogether this 

resulted in over 1 TB of image data (available as TIF files). As pre-processing steps, the 

images were split into smaller images patches creating approx. 278.900 training samples 

per slide.

Processing and analyzing the images: The aforementioned smaller patches are 

analyzed by a CNN in a sliding window approach. Starting with a 300 by 300 pixel frame,

the network determines whether the central core region of that patch contains tumor

tissue by using all the information in the whole frame. Thus, all the information in the 

frame is condensed onto its core. Next, the frame is shifted to the side by the central core 

region. Thereby, the whole image is analyzed creating a probability distribution of the 

core regions containing background, tumor or healthy tissue.

2.3. Heterogeneity measurement

We determined the overall heterogeneity of the tumor sample using a previously 

described method based on the different expression levels of seven IHC markers [14].

Training the second CNN incorporates the heterogeneity data, provided as a

classification of the tumors in ‘homogenous’, ‘intermediate’ or ‘heterogenous’, and the 

previously derived tumor distribution to determine the probability of the HE slide being 

derived from a heterogenous or homogenous tumor sample. Thus, this probability serves 

as a surrogate parameter of heterogeneity itself.

2.4. Validation

To validate our pipeline, we chose various approaches: Firstly, we randomly split our 

training data into two patient groups. The first group, about 80% of the total patients, is 

Figure 1. Training the Tumor Heterogeneity Measurement Pipeline: Together with control samples from 

brain autopsies, the tumor images are used to train a CNN to delimitate healthy and tumor tissue and 

secondly to measure tumor heterogeneity based on a immunohistochemically derived classification system.
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the actual training data set, the second, about 20%, serves as a validation data set. Here, 

the network can prove its capabilities. Secondly, the detected tumor tissue is shown in 

the original image using a color code, indicating different levels of tumor probability. In 

the future this may help pathologists to identify tumor areas more easily. Additionally, 

we will validate our networks in publicly available image sets like the TCGA data set or 

the Ivy Atlas. Finally, we will correlate our findings to patient survival. The source code 

will be made publicly available.

3. Conclusion

This article describes the method of an ongoing project to quantify heterogeneity in 

tumors and GBM in particular. As heterogeneity, especially of GBM, is of utmost 

importance for therapy decisions and thus patient-survival, this project will contribute to

a better treatment in neurooncology. By incorporating patient data into a multimodal 

learning algorithm, we want to advance precision-based medicine and provide a next 

level of integrated diagnosis.
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Abstract. The current paper addresses the need for making scientific knowledge 

easily accessible, comprehensible, and tailored for citizens, especially in urban-
water habitats, enabling their behavioural change and consequent climate change 

resilience. It proposes a schema that integrates data from different sources and 

highlights their relevance to citizens (aiming to raise their awareness), the impact on 
the citizens’ Quality of Life as well as the way they (will have to) perform various 

activities. Targeted bibliographical research through online digital libraries was 

conducted to capture the scientific coverage and validation of this need. As an 
outcome, the complexity and interdependencies of environmental and behavioural 

health issues growth has been confirmed, and public health programs have begun to 

identify the need for the integration of data from diverse sources. Therefore, the 
proposed schema could be used for enabling better design of public health policy 

making. 

Keywords. data contextualization, environmental health, urban-water system, 

locality impact, behavioural engagement 

1. Introduction 

As highlighted by the COVID-19 pandemic [1] there is a pressing need to get a holistic 

approach towards climate mitigation and adaptation pathways, to understand the effects 

of anthropogenic activity in local environments where the marine and urban ecosystems 

are strongly interrelated and drive human activity. This holds especially true for urban 

water systems, e.g., a port-city, where, despite boosting the economy, there is a negative 

impact on the environment, hence the health of residents of the surrounding areas [2,3]. 

Living near the port areas is associated with low socioeconomic status, while the 

environmental pollution caused by port activities increases the risk of developing a 

number of diseases, including heart and lung diseases, as well as increased stress levels, 

resulting in negatively affecting the residential Quality-of-Life levels [4]. 

2. Methods 

Three digital online libraries (i.e., IEEEXplore, PubMed and ScienceDirect) were used 

to identify studies of relevant interest to the topic exploration. Targeted bibliographical 
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research was performed to highlight the different perspectives taken on behavioural, 

environmental, and public health linkage with respect to data contextualisation needs in 

these areas. Our results are hereinafter provided. 

2.1 Bridging the gap between environmental, behavioural public health space 

A key factor that contributes to climate related anxiety (the so-called eco-anxiety) is 

knowing danger is coming but not having any appropriate scripts, skills, or direct agency 

in place to mitigate it [5]. Two of the key messages for policymakers is a) “to enhance 

the personal responsibility for people to behave more climate-friendly by providing 

information about the impact and the consequences of personal behaviour” [6,7] and b) 

to promote and engage on support for neighbourhood and community-level greening [8]. 

Complementary to that and given the current Covid-19 crisis, increased need for 

environmental health services [9] and attention should be given to duty and heedfulness 

of social justice and environmental health issues, in order to eliminate discrimination 

against vulnerable populations [10]. 

As environmental exposures pose an important health determinant [11], public 

health interventions should take into consideration the links between behavioural aspects 

and implementation of health in all policies aiming to improve public health. However, 

given the recent failure of behavioural change approaches given the Covid-19 pandemic 

[12] and the environmental impact yielded by it, approaches like the one presented by 

B.M. Stieb et al [13] should be brought into the spotlight, especially when urban-water 

systems are concerned, as highlighted also by the lack of relevant articles [14]. 

2.2 A suggestion towards a multi-level approach schema 

Considering the different perspectives and the different levels of complexity among port-

cities, we need to take into consideration the micro-, meso- and macro- system 

perspective, including, but not limited to, each port-city’s different governance 

mechanisms, competitiveness, spatial and strategic interdependencies, and economical 

role, complementarily to the Sustainable Development Goals (SDGs). In more detail: 

The micro-level refers to the extraction of relationships affecting the inner systemic 

elements of the port-city. To do so, bringing an advanced behavioural services 

framework for the transition of the port-city actors’ activities using geospatial data 

insights and end users’ input (e.g., a way of analyzing the characteristics of locality in 

urban-water systems can be outlined. The Locality Pattern System [15] or simple 

perception mapping [16] can be applied and adapted in the planning and design 

processes, resulting in future-orientated localities with biodiversity in mind. The 

establishment of these mechanisms will enable and facilitate the inclusion and 

participation of port-city end users in tackling the struggles of their own area (locality 

characterization) and the research-based design of actions that can be implemented at 

different levels (i.e., consumption and lifestyle) for the public health policy makers. 

The meso-level tackles the conflicting nature of port-city by examining the port and 

city entities. Promotion of a constructive and evidence-based dialogue among these two 
systemic elements can be achieved by deploying related services for monitoring air 

emissions, urban built-up and public health footprint of port-city activities (e.g. like the 

ones used in [17] and [18]. These services can provide open, comprehensible, and wide 

access information and recommendations for action to the key users and stakeholders for 

an interactive and meaningful decision-support. 
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Finally, the macro-level examines the interrelation of the port-city as an entity 

located in a global map, therefore it is about promoting knowledge and information 

collection, sharing and management from natural, social, engineering, and maritime 

sciences via a high-level knowledge system, so as to increase the socioeconomic, health 

and climate resiliency of port-city environments in a multidisciplinary and systemic 

approach. Adaptation of existing multi-level frameworks [19–21] will allow a better 

monitoring of the environmental health and behaviour engagement, in accordance with 

the Sustainability Development Goals (SDGs) set for 2030, which point towards 

implementing a sustainable development of the society. 

3. Discussion: The need for data contextualization 

Collecting data and observing biodiversity behaviour in urban-water areas is more than 

crucial for identifying correlations and quantifying the impact of observed changes on 

people’s health. The schema will facilitate the monitoring of the relative active level of 

urban-water system development and the anthropogenic activity levels, including 

industrial and spatial integration to identify and characterize the urban-water habitation 

and correlation factors. A better monitoring of these influencing parameters and action 

mechanisms from a dynamic and regional comparison perspective among the 

heterogeneous flows of actors, assets and structures involved, will test what is already 

known about mitigation and adaptation behaviours being more engaging for citizens with 

high environmental awareness or concern, versus those with lower awareness or concern. 

This will provide the basis for “a breadth of rationales for actions bringing joint 

mitigation and adaptation benefits – and the provision of practical information to help 

citizens modify existing practices” [8]. Contextualizing information about air, water, 

noise and other types of environmental disturbance will reinforce and build on emergent 

insights on the relation between each citizen’s practices (whether they are individuals or 

organizations living and operating in it) and the wider social and cultural context. It will 

also question the extent to which extant social and cultural practices within an urban-

water area may be able to cope with the pace and extent of climate change and its 

consequences on people’s wellbeing. In practical terms, this will lead to a holistic vision 

of the biogeography of the urban-water systems helping to generate prospective 

proposals for localized management and long-term transformation. 

However, data contextualization in this context will not be easy as opposing social, 

political and public health processes have to be faced. As technological progress and 

attractions of urban-water habitats will sustain migration into them, their infrastructure 

will not or hardly be able to keep up with population increase. Crowdedness, 

unemployment, pollution, health and security risks will hinder the pathway towards a 

sustainable development. Therefore, having a holistic view of the urban-water habitat 

elements interactions, strengthening any stabilising interrelations and gaining data 

insights is more than necessary in the operation of the global society system, especially 

for providing the missing feedbacks, meaning the creation of a schema, like the one 

proposed in the current paper, which assists towards the successful coverage of common 

human wellbeing and their micro-, meso- and exo-systemic interests. 
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Abstract. Cancer rehabilitation (CR) has been shown to address physical 
impairments and progressive disablement experienced by patients with cancer. 

Access to CR is limited by multiple barriers. Previous studies demonstrated that 

telemedicine approaches may facilitate access to rehabilitation services however 
usability and acceptance of cancer telerehabilitation has not been systematically 

evaluated. This goal of this study was usability inspection of a mobile cancer 
telerehabilitation system based on cognitive walkthroughs and heuristics 

evaluations, supplemented by surveys to capture health literacy, patient engagement, 

and acceptance. The System Usability Scale provided a standardized reference for 
usability and satisfaction, and the mean result of 83.2±16.9 placed this mobile 

interface in the top 10th percentile. A semi-structured qualitative interview provided 

actionable feedback, which informed the next iteration of this project. Overall, this 
mobile telerehabilitation system was considered by cancer patients easy-to-use, 

satisfying, and engaging with 91% of participants planning to use it in the future. 

Keywords. Cancer rehabilitation, telemedicine, usability inspection, mobile health 

1. Introduction 

Cancer rehabilitation has been shown to result in significant improvements in physical, 

social, psychological and vocational functioning of cancer survivors [1]. Number of 

cancer survivors is expected to increase due to a growing aging population and an 

expanding spectrum of effective cancer therapies. It is estimated that the population of 

cancer survivors will reach 19 million by 2024 [2]. Access to cancer rehabilitation is 

limited due to multiple existing barriers [3].  Telemedicine approaches can improve 

access to rehabilitation programs [4] however their acceptance by cancer patients has not 

been systematically assessed. High acceptance of telerehabilitation by older adults [5] 

and patients with chronic conditions have been demonstrated in our previous work [6-7]. 

We designed a telerehabilitation system based on the principles of iterative patient-

centered design [8-9]. This project is aimed at assessing usability and acceptance of this 

system in cancer patients. 

2. Methods 

The study was designed to evaluate the usability and acceptance of the cancer 

telerehabilitation system by eliciting quantitative and qualitative feedback from cancer 

patients. Participants were patients with metastatic urogenital cancer receiving outpatient 

oncology care at the Mount Sinai Health System in New York. Upon sitting down with 
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a tablet computer, participants were given a packet of surveys, followed by instructions 

to complete 3 tasks, then an additional package of evaluations and surveys to record their 

feedback. The tablet computer included a touchscreen, a stylus, and a keyboard with 

trackpad, and it was preconfigured to display an icon to log in to a telerehabilitation 

system on screen (Figure 1). 

Surveys began with a socio-demographic form and the Rapid Estimate of Adult 

Literacy in Medicine (REALM). Participants then performed three tasks as part of the 

cognitive walkthrough. Afterwards, participants provided feedback on post-task 

questionnaires, a heuristics evaluation form, and the System Usability Scale (SUS). A 

semi-structured qualitative exit interview completed the session. 

 
 

The three tasks for the cognitive walkthrough could be completed with or without 

assistance from the research associate; if a participant needed help, this request was 

recorded. Task 1 instructed the user how to log in to the system. Task 2 required users to 

complete a symptom survey. Task 3 asked users to review exercise plan, and find and 

perform a particular exercise (sit-to-stand). 

After completing the tasks 1 and 2, the participant was asked to grade each task on 

a scale of 1 (very difficult) to 5 (very easy) using a survey that included the following 

questions: 1) How difficult or easy was it to review the content and finish the task? 2) 

How difficult or easy was it to answer the questions/complete the form? 3) How satisfied 

are you with using this system to complete this task? 4) How would you rate the amount 

of time it took to complete this task?  5) Is the system visually appealing? 6) Is the system 

easy to navigate? After completion of the task 3, only questions 3 to 6 were answered. 

There were also two open-ended questions that ask the participant to share any other 

feedback and to describe problems they might have encountered. An exit semi-structured 

qualitative interview followed an interview guide comprising open-ended inquiries on 

content, interface and process related to the system. 

Figure 1. User Interface 

Figure 2. Usability Concept Map of User’s Suggestions 
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3. Results 

Overall, 11 consecutive patients attending genitourinary medical oncology clinic 

between April and August of 2021 agreed to participate in this study and provide 

feedback on usability and acceptance of the cancer telerehabilitation system. Average 

age of the participants was 68.1±11.2 years old ranging from 42 to 85 years; 7 

participants identified as White (70%), 2 identified as Black (20%), and one did not 

provide a response for this question; 2 patients identified themselves as Hispanic (18%); 

8 patients reported daily computer use at home (73%) and 3 patients claimed they never 

use computer at home (27%); English proficiency was self-reported as good (18%) and 

excellent (82%); Participants reported a range of familiarity with cancer rehabilitation 

with 6 patients (54.5%) stating that they never heard about cancer rehabilitation. The 

average REALM score of 65.5±0.8 indicated a ‘High School’ level of health literacy. 

Task self-assessment results are presented in Table 1 as average scores, with a score 

of 5 indicating highest satisfaction. Overall post-task scores demonstrated high 

acceptance of the user interface with total scores of 4.7±0.6; 4.6±0.6; 4.7±0.5 for tasks 

1, 2, 3 respectively. The mean satisfaction score for these three tasks was 4.8±0.4; 

4.6±0.7; 4.9±0.3, and the mean “easy to navigate” score was 4.5±0.7; 4.7±0.5; 4.7±0.5, 

respectively. All study subjects (100%) were able to successfully complete the three test 

tasks with mean completion time in seconds of 87.5±101.5; 92.5±93.1; 183.1±502, 

respectively. Minor assistance was provided for 3, 1, 3 subjects to complete tasks 1, 2, 3, 

respectively. The main reason for assistance was difficulties in entering login name and 

password. Ten out of eleven study subjects (90.9%) were certain that they would like to 

use the cancer telerehabilitation system in the future, one subject was not sure. 

The heuristic evaluation demonstrated that the interface functionality is self-

explanatory and can be easily recognized and carried out by the cancer patients. The 

overall score for heuristics evaluation was 4.5±0.7 with the highest score assigned for 

control and recognition (4.7±0.5) and the lowest – for aesthetics (4.2±1.2). 

System Usability Scores (SUS) were normalized according to the standard scoring 

algorithm. Mean SUS was 83.2±16.9, which corresponds with an ‘above average’ 

usability rating, and places this system usability at greater than the 90th percentile. 

The semi-structured qualitative interview captured instructive feedback that 

described the cancer telerehabilitation platform as easy-to-use, engaging, and supportive 

for regular exercise. Tailored interactive delivery of multimedia exercise materials was 

perceived as a major facilitator of daily exercise. The participants stated “I liked the fact 

that you can either read or watch the video and the video was good. And the video is 

almost as a partner. You’re not alone.” and “I like the pictures and videos, even if you 

don’t speak the language very well, you can still do exercises and trust that they can help.” 

Regarding the interface, the patients commented “I am not excessively technology 

minded, but it was clear to me” and “I didn’t really feel that there is necessity for any 

extra instructions on the exercises. It was very well presented. Once I had my signing in 

information, I could do it by myself, the whole program is intuitive.” The patients 

believed that the telerehabilitation system “will get you to actually do the exercise.” One 

patient commented: “I think that this will be a great alternative for people like me who 

are not that much into exercising on a daily and weekly basis.” Most of the participants’ 

suggestions were related to improved aesthetics and help options such as: “make the 

images a little bigger and expand it,” “the colors are little washed out,” “some guidance 

may be helpful as I’m not used to touchscreen interface for someone my age, 
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“touchscreen with the re-sizing and scrolling requires some learning.” A summary of 

patient suggestions are depicted in Figure 2. 
 
 

 

Table 1. Task Self-Assessment 

4. Discussion 

The mobile cancer telerehabilitation system has been enthusiastically accepted by cancer 

patients who reported high usability and satisfaction rankings and expressed interest 

using such a system in the future. The results of usability inspection are largely consistent 

with our previous work on this platform in older adults [4] and people with chronic 

neurodegenerative disorders [6]. 

This is the first study assessing cancer telerehabilitation usability and acceptance in 

patients with metastatic urogenital cancer. Limitations of this pilot study include a 

limited sample size, however within this convenience sample patients from broad range 

of age, computer and health literacy were represented. This limitation will be mitigated 

in our future studies by broadening the patient base and geographical locations. 

5. Conclusions 

The mobile cancer telerehabilitation platform has demonstrated a high usability rating 

with excellent levels of user-reported satisfaction. Next steps should include addressing 

patient suggestions on improving the system functionality and evaluating clinical impact 

of cancer telerehabilitation in a randomized controlled trial. 
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Abstract. Novel methods are needed to evaluate the perceptions of patients using 
telehealth. Automated text processing methods presents a golden opportunity to 

classify and analyze unstructured survey responses from patients. This study 

analyzed 585 unstructured entries from telehealth patients. Satisfied patients who 
returned for a second visit applauded the efficiency and physician interactions. 

While unsatisfied patients who did not return for a second visit complained of 

misdiagnosis and inefficiencies in e-prescription. Patient experience was 
significantly different between weekdays and weekends (p<0.05). Overall, tele-

urgent are convenient for patients however, there are current facilitators related to 

patient-provider interaction and health information exchange that need further 
optimization. 

Keywords. Telemedicine, Patient, Experience 

1. Introduction 

The use of patient surveys for care is one of the most effective ways that providers can 

measure patient safety and satisfaction. While the typical use of Likert scale questions 

provides valuable feedback for providers and health care administrators, the free text 

parts of these patient surveys are often underutilized (1). The information within these 

free text comments on the quality of care provide context in which the patient scored 

different aspects of care on the more structured questions of the survey. Given high the 

variation in patient comments on surveys, the use of word clouds and natural language 

processing (NLP) can be used to automatically identify themes of care. Automatic 

analysis of free text can be used to identify themes in patient tweets after their visit with 

to the hospital (2). 

As more people are exposed to virtual care, the more opportunity there is to learn 

how to improve current operations to better suit patients. It is paramount to understand 

the nuances and experiences of patients using a virtual care system to improve the overall 

quality of care. The goal of this study was to evaluate the patient experience within a 

tele-urgent care center using automated text analysis of patient survey comments. 
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2. Methods 

A Southeastern Medical Center in the U.S. utilized telehealth to provide on-demand care 

to individuals using board-certified physicians. The 24-hour virtual urgent care service 

was developed to aid individuals with medical needs who may need urgent care and need 

help when walk-in clinics are closed or because they have limited independent mobility. 

The online, on-demand service is available to the public regardless of their demographics. 

After the tele-urgent encounter, patients received a satisfaction survey about their 

telemedicine experience including a question about their overall satisfaction (measured 

by 5-point likert scale) and open text comments about the patient’s experience. We 

measured satisfaction as According to the outcomes above, we created 2 new variables. 

One is a binary variable with two levels: Satisfied/Dissatisfied and it is based on the 

overall experience of the encounter. If the overall experience is Excellent/Very good/ 

Good/ Fair, the value of this variable would be "Satisfied". If the overall experience is 

Poor, the value of it would be "Dissatisfied".  The other is also a binary variable with 

two levels: Revisit and NotRevisit. The level of revisit means after the first encounter, 

the patients re-used the service at least once. The level of NotRevisit means after the first 

encounter, the patients never revisited. Institutional Review Board approval was obtained. 

Data was collected between 2018-2019 through the web-portal and imported into a 

secure, HIPAA compliant business intelligence server. The data was reviewed and 

cleaned by two graduate students. We applied the ordinal logistic regression function 

named polr from R (version 3.5.1) package polr to determine if there is a significant 

relationship between overall experience and the day of the week (weekday/weekend). 

First, we analyzed the comments made by all patients during the first encounter to 

detect the reason why patients revisited or never revisited after their first visit. First, we 

split these comments into 4 different groups: (1) comments from patients who revisited 

and were satisfied with the first encounter, and (2) comments from patients who were 

unsatisfied with their first encounter and never revisited. In order to find the reasons why 

patients revisited or never revisited, we analyzed the patient comments and summarized 

the keywords of comments across different patient groups based on word frequencies 

using package nltk and wordcloud in Python (version 3.6.5). The outcome of this study 

was the perceptions of patients who revisited or never revisited after their first encounter. 

Finally, we used word clouds to visualize the keywords that the comments are about 

in each group. In the plots, terms that appeared more frequently in the cleaned text would 

stand out. In addition, we provided a frequency table of common words in each group 

using function CountVectorizer. By comparing keywords across different groups, we can 

conclude what people liked or disliked about the virtual service in general. 

3. Results 

A total of 585 survey responses were analyzed from 546 unique patients, of which 400 

(73%) were female, and 207 (38%) patients were in 35-49 age group. Of the 602 

encounters, 431(73.7%) encounters were completed on weekday, and 154 (26.3%) were 

on weekend. The percentage of poor overall experience on weekday encounters was 

significantly higher than weekend encounters, figure 1. Excellent patient satisfaction 

levels were significantly higher on weekends (71%) compared to weekdays (63%) (p-

value<0.05). Poor ratings of the service on the weekdays (8%) were double the ratings 

on weekends (4%). An association was found between the volume of visits and patient 
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satisfaction levels. Weekdays had substantially higher visit volume compared to the 

weekends and patient satisfaction was lower on weekdays compared to the weekends. 

 

Figure 1. Patient satisfaction on the weekdays versus weekends 

There were 37 patients who were satisfied with their first visit and revisited later, we 

noticed that 41% patients adopted the keyword “excellent”. The cohort mainly cared 

about physician and time in terms of encounter. The keywords like “convenient”, “time” 

and “quick home” are all related to the online convenience property of virtual service, 

Figure 1. Examples of patients’ responses who were satisfied after their first encounter 

and revisited for a second visit included “how quickly the md returns your call”, “I didn’t 

have to take time off of work”, and “it was quick and easy”. 

 

Figure 2. NLP-based word cloud of the perceptions of satisfied patients who revisited for a second visit. 

There were 31 unsatisfied patients who did not return, Figure 3. Feedback from these 

patients included “I have waited almost 24 hours for my daughter’s prescription to be 

called in”, “repeatedly waiting for multiple calls and consultations”, “Physician offered 

no advice”, and “did not agree with diagnosis”. 

 

Figure 3. NLP-based word cloud of the perceptions of unsatisfied patients who did not revisit. 
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4. Discussion 

We found that weekdays and video visits had lower patient experience ratings compared 

to weekends and phone visits. Patients who returned for a second visit had high 

satisfaction in their first visit. Factors that drove high satisfaction included convenience, 

not missing work, and excellent recommendations from the treating physician. 

Patients who had high satisfaction in their first visit but did not return for a second 

visit reported that short wait times, pleasant physician interaction, and ease of receiving 

prescription as drivers of high satisfaction. We observed that patients who did not return 

for a second visit were mainly unsatisfied with their physician interaction, misdiagnoses, 

long wait times, and the duration of the visit or feeling rushed during the visit. The 

findings support our previous analysis of patient satisfaction after using telehealth (3-5). 

Patient experience in the telehealth space may be influenced by various factors such 

as gender, the telehealth modality used, and the specialty of the visit (6). Similarly, 

provider telehealth competencies play an important role in how patients evaluate their 

telehealth experience such that telehealth visits that are short or the patient cannot clearly 

see the provider have lower satisfaction scores. 

This study had limitations. We assumed that the reason for some patients not 

returning for a second visit was due to a satisfaction-related issue, which may not be true 

in many cases. Although it may be true, patient’s health condition may be a confounding 

factor such that some patients may not have been sick again and thus, did not need a 

second visit. Also, we did not account for providers’ perception of using tele-urgent care 

to compliment patient views. 

In conclusion, tele-urgent care clinics may be beneficial and convenient to patients 

however, this study reveals that there are certain patient concerns around the quality of 

patient-provider interaction and privacy concerns that require further enhancements. 

Patients reported significantly higher satisfaction on weekends compared to weekdays. 

Satisfied patients who returned for a second visit applauded the efficiency and physician 

interactions. While unsatisfied patients who did not return for a second visit complained 

of misdiagnosis and inefficiencies in e-prescription. 
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Abstract. Data sharing among different entities in the healthcare domain has 

become an increasingly common practice, where each entity would most likely want 
to prevent indirect data disclosure via inference channels. The Local Distortion 

Hiding (LDH) algorithm has been developed to protect sensitive decision tree (DT) 

rules, which are chosen not to be disclosed when DT construction techniques are 
applied to the data. This article presents eight experiments using a Java-based 

prototype that implements the LDH algorithm in a diabetes data set. Our 

experiments test the ability of the LDH algorithm in two ways, firstly in inference 
control and secondly in maintaining the structure and the performance metrics of the 

resulting DT. Our experiments on hiding eight terminal nodes in a diabetes data set 

using a Java-based prototype that implements the LDH algorithm, yield satisfactory 
results. 

Keywords. Inference control; data security; privacy-preserving; machine learning 

1. Introduction and Background 

The healthcare sector is being digitally transformed by technological advances in 

medical information systems, electronic medical records, wearables, and mobile devices. 

The increase in the amount of global healthcare data and the advancements in the 

machine learning (ML) and data analytics field allow researchers and clinicians to extract 

and visualize large-scale medical data in a new spectrum [1]. The Internet facilitates the 

transfer and the exchange of these data, as well as the delivery of healthcare services and 

applications, linking this way successfully patients and healthcare providers. While such 

ecosystems promise a future for widely accessible and more innovative healthcare, the 

privacy of patients, physicians, nurses, and health care professionals is today more than 

ever of concern [2]. Data privacy is a critical issue in health informatics, particularly 

when analyzing datasets collected from various sources, such as health care providers, 

insurance companies, pharmaceutical companies, and research institutions. Data sharing 

among different entities in the healthcare domain has become an increasingly common 

practice, where each entity would most likely want to prevent indirect data disclosure via 

inference channels. The extraction of knowledge from patients’ personal data for 

research purposes should be made with safety and absolute privacy. Privacy-preserving 
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data mining [3] is a research field designed to resolve confidentiality issues arising from 

data mining. The inference problem in databases occurs when sensitive information can 

be disclosed via inference channels from non-sensitive data and metadata [4]. 

1.1.  A related to the inference problem scenario 

A scenario that could present an inference problem is the following. Let us consider Mary 

Johnson, who works for a big company. Once a year, the employee association, which is 

primarily concerned with the welfare and recreational activities, organizes a research 

study in which all the employees are asked to complete questionnaires n a voluntary basis 

about their eating habits, their lifestyle, and their health status. Think about the case 

where the association offers to some diabetic employees coupons for discounted products, 

given that these individuals have chosen to hide while filling in the questionnaires the 

fact that they have diabetes. Last year, for the first time, the company's administration 

asked the employee association for this data set to analyze it, for the benefit of the 

employees, by using ML techniques to create inference rules that will help accommodate 

the employees’ needs better. The association wonders whether it should provide the data 

set to the company's administration team mainly because of the indirect disclosure of 

sensitive data of certain employees through inference channels. One of the paths (rules) 

of the DT that was deduced from this data set matches Mary’s profile, who recently was 

diagnosed with diabetes, inferring in this way that Mary must be a diabetic. This 

conclusion was made even if Mary did not provide this information through the 

questionnaires, mainly because still other individuals who provided this information for 

themselves share the same habits with Mary. Deletion of the data concerning all the 

individuals that match the user profile of Mary, which was used to construct the DT 

would be an insufficient fix to the inference problem since important information that 

may be needed for other reasons will be lost accidentally. The best approach to address 

this issue would be to apply an inference control mechanism to hide some specific nodes 

of the DT without disturbing the overall structure of the original tree and losing the 

intrinsic value of the remaining rules. 

1.2. Background 

In articles [5-8], the authors proposed a series of strategies that would effectively protect 

against the disclosure of the sensitive classification rules. The LDH algorithm [9] was 

developed on the basis of the concept of preserving sensitive DT rules resulting from the 

use of data mining techniques. LDH algorithm minimally changes the initial dataset, 

resulting in the DT generated through hiding being syntactically close to the original one. 

The modified dataset generated by the LDH algorithm can be shared without any concern 

for disclosing the sensitive rule. In article [10], the authors presented a Java-based 

prototype that implements the LDH algorithm. 

2. Applying LDH Algorithm for Inference Control Purposes 

In our experiments, we used various performance metrics to compare the efficiency of 

the deduced DT with the original one. One of the most popular algorithms for rule-based 

classification, the C4.5 algorithm [11], uses the gain ratio as the splitting criterion. In 

every iteration, the attribute with the highest gain ratio is chosen as the splitting attribute. 
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Therefore, if we want to suppress a specific attribute test at a node, it would be a 

reasonable heuristic to change the values of the instances that would enter that node. By 

this change, the resulting gain ratio (due to that attribute) will be decreased and be equal 

to zero, where possible. The LDH algorithm locates the parent node of the leaf to be 

hidden and ensures that the attribute tested at that node will not generate a splitting, 

which would allow that leaf to re-emerge. A schematic diagram of the LDH algorithm’s 

workflow is shown in Figure 1. 
 

 
Figure 1. A schematic diagram of the LDH algorithm’s workflow 

 

The Java-based prototype [10] uses the Weka library to read an Attribute-Relation 

File Format (ARFF) data set and visualize the J48 DT with the provided interactive tree 

visualizer class. Afterward, the user may select an attribute represented with a node in 

the tree visualizer window, and subsequently, the prototype implements the LDH 

algorithm. The output of the software is the modified data set and the resulting DT.  

3. LDH Implementation on a Diabetes Dataset 

This section shows an example regarding an early-stage diabetes risk prediction data set 

[12] from the UC Irvine Machine Learning Repository [13]. This data set contains reports 

of 520 persons who have recently become diabetic or are still nondiabetic but have few 

or many symptoms. The data set includes fifteen binary attributes and one numerical 

(Age). We modified the original data set by removing Age's numerical variable since the 

LDH algorithm works only with binary features.  The binary variables are Sex, Polyuria, 

Polydipsia, Sudden weight loss, Weakness, Polyphagia, Genital thrush, Visual blurring, 

Itching, Irritability, Delayed healing, Partial paresis, Muscle stiffness, Alopecia, and 

Obesity. The corresponding values for the above binary variables are Yes or No, whereas 

the class variable represents whether the patient is having a risk of diabetes (positive) or 

not (negative). We chose for our experiments to use the WEKA [14] framework, an ML 

software written in Java, and, more specifically, the J48 classifier, the implementation 

of the C4.5 algorithm. We performed eight experiments using the Java-based prototype 

of the LDH algorithm [10] to evaluate the impact of each hiding regarding the DT’s 

performance metrics. Each hiding was applied to every one of the eight terminal nodes 

of the original DT. Since the DTs mentioned above are too big to fit into a single page, 

they are available on the website [15]. All dataset files (.arff), before and after hiding, 

was applied, and the corresponding outputs are also available on the website [15]. Each 

of the eight terminal nodes was successfully hidden in all experiments, and the 

corresponding DTs were syntactically close to the original DT. The main performance 
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metrics of the original DT and the DTs induced from the modified data sets are presented 

in Τable 1. 

Table 1. Main performance metrics of the DTs induced from the original and the modified datasets. 

 Original Modified 
Kappa statistic      0.9878 [0.9756-0.9878] 

Mean absolute error 0.0084 [0.0084-0.0165] 

Root-mean-squared error 0.0648 [0.0648-0.0907] 

Relative absolute error 1.772% [1.772%-3.478%] 

Root relative squared error 13.314% [13.314%-18.652%] 

4. Conclusion 

In this article, several experiments on inference control in a diabetes data set are 

presented where eight terminal nodes are hidden using a Java-based prototype that 

implements the LDH algorithm, all of which yielded satisfactory results. 
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Abstract. Emergency ambulance use is deemed necessary for the transport of 
acutely ill patients to hospital emergency departments (ED). However, some 

patients are discharged as they present low acuity or chronic problems and should 

receive primary healthcare services, while the most severely ill are admitted. In the 
present study, we examined the descriptive epidemiology of ambulance transports 

for emergencies in the ED by utilizing the data of the information systems of a public 

tertiary general hospital in Greece. More than half of the patients transferred to the 
ED by an ambulance were finally admitted to the hospital (52.25%), whereas only 

one-third (33.74%) of those transferred by other means. A statistically significant 

association was detected between ambulance use and hospital admission. Age was 
also statistically significantly higher in the ambulance group. Higher mean values 

of creatinine, CRP, LDH, urea, white-blood-cell count, and neutrophils were 

detected in the ambulance group, in contrast to hemoglobin and lymphocyte count 
which were higher in the non-ambulance group. 
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1. Introduction and Background 

Emergency ambulance use is usually reserved for transporting acutely ill patients to 

hospital emergency departments (ED). However, a substantial proportion of ambulance 

users are discharged as they present low acuity or chronic problems and could benefit 

from primary healthcare services, while the most severely ill are admitted to hospitals 

[1-3]. A significant increase in ambulance demand has been observed worldwide, 

reaching 29.2%, in a recent 8-year observational study in Melbourne, Australia [4]. 

Several articles in the literature have tried to elucidate the phenomenon of increased use 

of emergent care services by patients with non-acute situations [5-7]. Factors as older 

age, low socioeconomic status, and homelessness have been suggested [6,7]. Similarly, 

non-emergent ambulance calls by patients with minor illnesses may have severe 

implications regarding medical resources adequacy for those who really need them [8]. 

Moreover, increased ambulance transport of patients with primary care medical 

problems leads to the overcrowding of hospital emergency departments and potentially 

to the provision of lower quality healthcare services [5]. The aim of this study was to 

compare the characteristics of patients visiting the ED in relation to the use of ambulance 

transport and the ED outcome (admission or discharge). 

2. Materials and Methods 

This research is an observational retrospective statistical analysis conducted in the ED 

of a public tertiary care hospital in Greece that has been approved by the Institutional 

Review Board of Sismanogleio General Hospital (Ref. No 15177/2020, 5969/2021). 

Between 14 March and 4 May 2019, 2903 ED visits were recorded (missing values of 

the Ambulance variable were excluded from the statistical analysis). We investigated 

biochemical markers and coagulation tests that are routinely checked in patients visiting 

the ED, in relation to the use of ambulance transport and the ED outcome (admission or 

discharge). Raw data were retrieved from a standard Laboratory Information System 

(LIS) and a hospital information system (HIS). The data were analyzed by using IBM 

SPSS Statistics version 27.0 [9]. The data set includes the following variables: 

ambulance use (Ambulance), serum levels of Urea (UREA), Creatinine (CREA), Lactate 

Dehydrogenase (LDH), Creatine Kinase (CPK), C-Reactive Protein (CRP), Complete 

Blood Count with differential, including white blood cells (WBC), neutrophil count 

(NEUT%), lymphocyte count (LYM%), hemoglobin (HGB), and platelets (PLT),  

Activated Partial Thromboplastin Time (aPTT), D-Dimer, International Normalized 

Ratio (INR), age, gender, and triage disposition to ED unit. 

The descriptive statistics of the data for the variables Age, Gender, Ambulance use, 

and Admission are presented in the following table (Table 1). 

 Table 1. Summary of descriptive statistics for variables Age, Gender, Ambulance use, and Admission 

 Age Gender Ambulance use Admission 

Mean 61.17 Male 1453 Yes 511 Yes 1074 

Standard deviation 20.82 Female 1450 No 2392 No 1829 

Range/IQR 86/33 Total 2903 Total 2903 Total 2903 
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The patient factors were compared between the ambulance and non-ambulance 

groups using Pearson's Chi-squared test for categorical variables and independent sample 

t-test for continuous data, both with a 0.05 level of significance. 

3. Results 

A total of 2903 patients visited the ED from March 14th until May 4th, 2019, with a 1:1 

ratio of males to females. The admission rate was equal to 37%, while the rest 63% was 

discharged. Among the 2903 ED patients, only 17.6% (n=511) used an ambulance. 

Patients transported by an ambulance had a higher probability of being admitted to the 

hospital compared to those who did not use emergency medical services (OR 2.15, 

95%CI 1.772-2.607). More than half (52.25%) of the patients transported by an 

ambulance were admitted to the hospital. The rest of them were discharged as their 

condition was not deemed urgent. Among patients not transferred to the hospital by 

ambulance, 33.74% were admitted.  

The majority of patients that visited ED (93%) were referred to specific units. About 

41% (n=1118) were referred to the internal medicine unit, 23.3% (n=630) to the 

pulmonology unit, and 15.7% (n=321) to the cardiology unit. Among those transferred 

to the ED by ambulance, 92.3% (472 out of 511) were referred to a specific ED unit. The 

respective percentages were 43.2% (n=204) with medical problems, 23% (n=109) with 

respiratory problems, and 21.8% (n=103) with heart-related problems. 

Chi-square analysis showed that the use of ambulance and hospital admission had a 

statistically significant association (X² = 61.911, p < 0.001). Phi and Cramer's V values 

were 0.146, which indicates a weak association. On the other side, our statistical analysis 

showed no statistically significant association between gender and ambulance use (X² = 

0.170, p = 0.680 > 0.05). Independent samples t-tests were performed between the 

ambulance and non-ambulance groups and deduced that the means of the following 

continuous variables were statistically significantly higher in the ambulance group: 

CREA, CRP, LDH, UREA, WBC, and NEUT%. On the contrary, the means of HGB and 

LYM% were statistically significantly lower in the ambulance group. No statistically 

significant difference was observed between the two groups regarding the other 

continuous variables. A detailed summary of the independent samples t-tests is presented 

in the following table (Table 2). Age was also statistically significantly higher in the 

ambulance group, with a mean difference of 13.11 years, compared to patients not using 

an ambulance.  

 Table 2. Summary of the independent samples t-tests in laboratory testing data between the ambulance and 

non-ambulance groups 

 CREA CRP LDH UREA HGB LYM% NEUT% WBC 

Mean 

Difference  

-0.2718 -16.625 -45.630 -13.768 0.875 5.229 -6.111 -1.114 

t- value -4.931 -4.139 -3.729 -7.340 7.522 9.364 -9.762 -4.351 

p-value <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 
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4. Discussion 

The emergency medical service (EMS), worldwide, is ruled from several life-threatening 

level protocols of time response. This is a useful tool when the demand for services 

exceeds resource availability, and it is therefore vital that the appropriate transport 

request is made. In Greece, the public ambulance service covers the transportation of 

acutely ill patients to hospitals, as well as scheduled local and interregional urgent and 

non-urgent inter-hospital patient transfers. The present study examined the descriptive 

epidemiology of EMS ambulance transports in the ED by utilizing the HIS and LIS from 

a public tertiary general Greek hospital. Demographic inpatient data were merged with 

patients' laboratory data of the emergency department, elaborating information on 

whether the patient arrived by ambulance or not. Older patients and those with more 

deranged laboratory exams had a greater possibility to use an ambulance service as a life-

threatening medical emergency code. However, only half of the patients transported by 

an ambulance were admitted to the hospital, whereas only one-third of those were not 

transported by an ambulance. Nevertheless, a medical fast-track service is available in 

the triage room, permitting patients with minor medical issues to avoid unnecessary 

laboratory or imaging tests, therefore diminishing their discharge time. From the total 

number of patients visiting the ED, nearly two-thirds were discharged, meaning that they 

presented with mild problems, which could be initially managed at primary healthcare 

services. Although ambulance users are more frequently older, with more severe illness 

and greater need for admission, in approximately half of the cases, EMS ambulance call 

was actually unnecessary, and patients were discharged, possibly due to minor or chronic 

problems. Our results are in accordance with similar studies [1,3,5]. The optimal use of 

public, pro bono emergency ambulance services by the citizens is desirable as it could 

help alleviate ED crowding and improve the quality of emergency hospital services. An 

association between poor patient outcomes and ED overcrowding has been suggested [5]. 

The role of primary healthcare services should also be strengthened as it is fundamental 

in achieving better health care services in general.  
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Abstract. Cory COVID-Bot is an artificial intelligence chatbot designed and built 

by a multisector collaboration to help people safely step towards COVID normal. 

Achieving COVID normal and avoiding unnecessary adverse health outcomes 
requires effective communication to the public regarding COVID safe behaviors, 

but reaching young, culturally and linguistically diverse members of the community 

is challenging for government. Cory COVID-Bot was developed to directly engage 
with difficult to reach populations in English and Vietnamese. In order to resolve 

public ambiguity and uncertainty about public health guidelines, and to stimulate 

safe behavior, Cory COVID-Bot provides updated recommendations and behavior 
change interventions, which emphasize the importance of COVID safe behaviors.  

Keywords. Chatbot, COVID-19, Behavior Change, Artificial Intelligence 

1. Introduction 

Promoting adherence to behavioral changes remains a cornerstone strategy to prevent 

and contain COVID-19 resurgences. Based on the 2009 H1N1 experience, repeated 

messaging from government and public health experts often does not impact the 

likelihood of people routinely engaging in infection prevention behaviors [1]. In 

particular, there has been a global lack of adherence to COVID-safe behaviors in difficult 

to reach communities due to age, language or ethnicity during the COVID-19 lockdowns. 

There is no scalable solution that can simultaneously educate hard-to-reach members 

of the community and shift human behavior at a general population level. Chatbots are 

gaining momentum within mobile health settings for lifestyle risk factor modification 

and chronic disease management. We proposed to overcome communication problems 

and bridge the COVID-safe “knowledge-action” gap through the rapid development and 

validation of a user-friendly, low-cost and scalable chatbot, Cory COVID-Bot. 
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2. Methods 

We adopted an agile design approach to build a de novo chatbot as a targeted behavior 

change intervention tool to combat non-adherence to COVID-19 safe behaviors. The 

chatbot provides essential information about the prevention, diagnosis and treatment of 

COVID-19 based on natural language processing that uses training phrases and follow-

up questions in order to engage users in a conversation rather than didactic education. 

Users can interact with Cory through free text, and he can reply through pre-set 

responses, media, and resource-carousels. Cory COVID-Bot delivers evidence-based 

behavioral interventions in the form of short animations. The avatar of the chatbot, Cory, 

is a community librarian in his mid-thirties. He was designed to be a collaborative model 

citizen (he can demonstrate how he uses a mask in a social situation); resourceful and 

pragmatic (he can geolocate the closest testing center); informative and accurate (real-

time information regarding the latest restrictions relevant to your area) and empathetic 

(helps to self-manage loneliness, anxiety, and low mood). Cory COVID-Bot has an 

affable, knowledgeable, and conscientious persona, able to respectfully interact with all 

demographics, while providing clear, practical, and actionable information (Figure 1). 

 

 

Figure 1. Two screenshots of Cory COVID-Bot deployed in Facebook Messenger app. 

 

The project team developed a series of behavioral interventions to be delivered by 

Cory for promoting specific actions vital to curtailment of COVID-19. These behavioral 

interventions were intended to remove mental and practical hurdles to desired COVID 

safe practices. This is effective because people have an intrinsic tendency to procrastinate 

decisions if they perceive the decisions as complex, if the consequences seem distant 

(e.g. present bias), or if they perceive the decision as important [2,3]. 

The interventions were informed by the literature on behavior change; we focused 

on two issues with relevance in the pandemic. Altruism (which includes COVID-safe 

behavior) can be motivated by compassion, which can be trained [4], and that people 

tend to underestimate exponential disease transmission [5]. The first behavioral 
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intervention was aimed at diminishing psychological threshold for COVID-19 testing by 

providing a clear and resonant rationale for why getting tested is essential for helping 

others including loved ones. The animation shows a family separated when one of the 

family members contracts COVID-19. This intervention invoked empathy and 

compassion in the viewer, which has been shown to increase willingness to comply with 

public health guidelines [6]. The second behavioral intervention addressed exponential 

growth bias, in this case the tendency to underestimate the increase of case numbers over 

time, in order to increase the likelihood of getting tested, address personal responsibility 

and emphasize the exponential nature of viral transmission [5]. 

3. Results 

We built a scalable and practical artificial intelligence (AI) chatbot that can be deployed 

on various platforms, such as Facebook Messenger, and can therefore be adapted for 

different purposes as the COVID pandemic evolves. Cory is an AI chatbot capable of 

delivering targeted behavioral interventions when deemed appropriate in a conversation, 

thereby increasing its impact as a population-based intervention. In this case, when the 

individual interacting with Cory asks about COVID-19 symptoms, he would provide 

them with the necessary information, and prompt them with an animation aimed at 

eliciting empathy and compassion (see Figure 2), an animation that aims to correct 

exponential growth bias (see Figure 3), or skips the animations with equal chance. 

 

Figure 2. Empathy manipulation, a man did not wear a mask (left), and caused family separation (right). 

 

Figure 3. Exponential growth bias intervention, people in the picture on the left guess the trajectory of an 

outbreak, and an exponential growth curve is traced on the right. 

Afterwards, Cory would ask how likely it was the user would get tested. This type 

of question generates tangible behavior change data, and enables researchers and 
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developers to analyze whether the intervention is likely to be effective. We thus prepared 

Cory for conducting a randomized controlled trial, the results of which will be 

communicated after testing is completed. This setup also allows for continual updating 

and fine-tuning of the behavioral interventions. 

4. Discussion 

This project shows that it is possible to develop an artificial intelligence chatbot that 

informs people about public health guidelines and delivers targeted behavioral 

interventions. Cory is low-cost, adaptable and agile. Once Cory has engaged with a user, 

he can maintain a direct line of communication through push notifications. The design 

allows for translation into different languages, swift adjustments in light of new 

information, and adaptation to new use potential such as addressing vaccine hesitancy. 

These are all desirable attributes in a pandemic where information readily changes, 

misinformation and disinformation are rife on social media channels, and at-risk 

communities need to selectively target.  

We have found that behavioral interventions delivered via animations allow for 

more degrees of freedom than text-based interventions, which means more effective 

manipulations can be pursued through iteration. Various strategies can be used to identify 

whether the chatbot has been effective at achieving the aims set by the project team, 

which the team can use to update the chatbot content and functionality. Chatbots could 

play a meaningful role in the pandemic, and could be considered for deployment on 

platforms that are popular among hard-to-reach communities as both a trusted advisor 

and an unbiased source of information. 

References 

[1]  Gray L, MacDonald C, Mackie B, Paton D, Johnston D, Baker MG. Community responses to 

communication campaigns for influenza A (H1N1): a focus group study. BMC Public Health. 2012 

Dec;12(1):1-2. 
[2]  Beshears J, Choi JJ, Laibson D, Madrian BC. The importance of default options for retirement saving 

outcomes: Evidence from the United States.  Social security policy in a changing environment: 

University of Chicago Press; 2009. p. 167-95. 
[3]  O'Donoghue T, Rabin M. Choice and procrastination. The Quarterly Journal of Economics. 

2001;116(1):121-60. 

[4]  Weng, HY, Fox, AS, Shackman, AJ, Stodola, DE, Caldwell, JZ, Olson, MC, Rogers, GM, Davidson, 
RJ. Compassion training alters altruism and neural responses to suffering. Psychological science, 

2013;24(7):1171-1180.  
[5]  Lunn PD, Timmons S, Belton CA, Barjaková M, Julienne H, Lavin C. Motivating social distancing 

during the Covid-19 pandemic: An online experiment. Social Science & Medicine. 2020;265:113478. 

[6]  Pfattheicher S, Nockur L, Böhm R, Sassenrath C, Petersen MB. The Emotional Path to Action: 
Empathy Promotes Physical Distancing and Wearing of Face Masks During the COVID-19 Pandemic. 

Psychological Science. 2020;31(11):1363-73. 

 

S.T. Van Baal et al. / Cory COVID-Bot: An Evidence-Based Behavior Change Chatbot for COVID-19 425



Geographic Information System-Based 

Mobile Application Design for Health Care 

in Older Persons in Rural Community by 

Village Health Volunteers  

Kukiat TUDPORa,b, Adisorn WONGKONGDECHa, Ranee WONGKONGDECHc, 

Thanyarat CHAIYAKARMd, Worawit JITSUKKAd, Kemika SOMBATEYOTHAa, 

Songkramchai LEETHONGDEESAKULa, Narongsakdi KUBOONYA-ARAGSAe, 

Chalard CHANTARSOMBATf, Krissanachai KIMCHAIg, Nutchanun 

KAMONROEKh and Niruwan TURNBULLa,b,1 
aFaculty of Public Health, Mahasarakham University, Thailand 

bPublic Health and Environmental Policy in Southeast Asia Research Unit  
(PHEP-SEA), Mahasarakham University, Thailand 

c Faculty of Medicine, Mahasarakham University, Thailand 
d Faculty of Humanities and Social Sciences, Mahasarakham University, Thailand 

e Department of Labour Protection and Welfare, Ministry of Labour, Thailand 
f Faculty of Education, North Eastern University, Thailand 

g Northeasthern Regional Center for Primary Health Care Development, Thailand 
h Ubon Ratchathani Provincial Health Office, Thailand 

Abstract. Health care for older persons is important for their well-being. In Thailand, 
village health volunteers (VHVs) play a crucial role in communicating between the 

older persons and health care professionals. Traditionally, they record and submit a 

monthly report as papers. This project was aimed to design a geographical 
information system (GIS)-based mobile application for health care in older persons 

in rural community by the VHVs. As a part of the analysis, design, development, 

implementation, and evaluation (ADDIE) model, health information obtained from 
8,348 older persons and 1,125 VHVs living in rural community were analyzed and 

used for the for iPhone (iOS) and Android devices, and web browser. In summary, 

this mobile application allows the VHVs locate the older person’s addresses and 
communicate with health care staff online in time-saving manner.   

Keywords. Geographic information system, Mobile application, Older persons, 

Health care 

1. Introduction 

World’s older population is drastically growing. Based on data from an Office of the 

National Economic and Social Development Council (NESDC), Thailand is considered 

as an aged society in 2021 since its elderly population has reached 18.7 percent of the 
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total population (1, 2). Older persons have are prone to multiple age-related changes such 

as tissue and organ simultaneous degeneration, increased sensitivity to diseases and 

environmental stressors (3). Therefore, continuous monitoring of health and diseases are 

crucial for efficient health care services. However, most of older persons in Northeastern 

part of Thailand live in rural areas faraway from health care facilities. Subdistrict Health 

Promotion Hospital (SHPH) system has been a key unit providing   primary health care 

for people living in rural areas of Thailand. In close relationship with the SHPH, village 

health volunteers (VHVs) play a pivotal role in primary care system. Their tasks are to 

provide health screening, self-care advice, basic health care, and communication 

between villagers and hospitals. Normally, VHVs have to submit data to the hospital 

information center on monthly basis by papers or online, depending on policies of the 

local SHPH. This present project was aimed to demonstrate a designing process of a GIS-

based mobile application for health care in rural community-dwelling older persons by 

the VHVs. 

2. Methods 

2.1. Informants and data collection  

As a part of the analysis, design, development, implementation, and evaluation (ADDIE) 

model in the project “Development of Mobile Application of Database of Older Persons 

Using Geographic Information System (GIS) to Detect and Analyze Risks of Chronic 

Diseases, Quality of Life, and Mental Illness by Village Health Volunteers in 7th 

Regional Health Office Territory, (VHVA)”, all older persons (N = 8,348) and all VHVs 

(N = 1,125) were from 8 subdistricts in 4 provinces. Inclusion criteria of the older persons 

were age ≥ 60 years old and signed consent form. The older adults not physically present 

in the areas during the survey were excluded. All procedures have been conducted in 

accordance with the Declaration of Helsinki and approved by the Ethical Review 

Committee for Human Research, Maha Sarakham Provincial Public Health Office 

(No.6/2564). Partial socio-demographic profiles of the elders are presented in Table 1. 
Table 1. Socio-demographic profiles of the older persons (N = 8,348) 

Profile Category n (%) 
Gender Male 3,587 (42.97) 
 Female 4,757 (56.98) 
 LGBT 4 (0.05) 
Age 60-69 4,597 (55.07) 
 ≥ 70 3,751 (44.93) 
Marital status Married 5,353 (64.12) 
 Single (widowed/divorced/separate) 2,995 (35.88) 
Living arrangement Living with family 7,869 (94.26) 
 Living alone 479 (5.74) 
Educational level Higher than primary school 615 (7.37) 
 Primary school or no schooling 7,733 (92.63) 
Occupational status Working 5,899 (70.66) 
 Not working 2,449 (29.34) 
Economic status Enough income for living 2,912 (34.88) 
 Not enough income for living 5,436 (65.12) 
Activities of daily living (ADL) level Independent 8,122 (97.29) 
 Dependent 226 (2.71) 
Non-communicable disease (NCD) No hypertension or diabetes mellitus 4,487 (53.74) 
 Hypertension or diabetes mellitus 3,861 (46.26) 
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2.2. Application design  

The mobile application was built up with the Apache Cordova� platform for both iOS 

and Android devices. The Google Map Application Programming Interface (API) was 

used by the web administrator to view and share latitude and longitude. After deployment, 

the app runs in the web browser. Only authorized web administrator had an access to the 

encrypted server. Data exports and printouts can be obtained by SHPH staff with secured 

passwords. 

3. Results 

3.1. User interface 

Information of older persons collected by the VHVs on mobile was managed by the web 

admin. Examples of user interface shown in Figure 1 consists of 1) login page, 2) menus 

(purple, health assessment; orange, knowledge resources; green, home visit; and red, 

emergency call), and 3) location search page. SHPH staff were able to double check 

information and provide feedback.  

 

 
Figure 1. Mobile application information flow and screen displays 

 

Table 2. Outcome measures and data collection tools for the mobile application 

Outcome measure Data collection tools 
Geographic coordinate Global navigation satellite system (GNSS) and GIS programs 
Health screening and medical record Secondary data from SHPH 
Psychological stress level Newly validated questionnaire 
Quality of life (QOL) World Health Organization Quality of Life for Older Persons 

(WHOQOL-OLD) questionnaire 
Activities of daily living (ADLs)   Barthel Index for Activities of Daily Living questionnaire 
Knowledge, attitude, and practice 
(KAP) on health care  

Newly validated questionnaires 
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3.2. Outcome measures and data collection tools 

This mobile application contained 6 outcome measures and data collection tools for 

VHVs and local heal care staff: geographic coordinate, health screening and medical 

history, psychological stress level, QOL, ADLs, and KAP on health care (Table 2). 

4. Discussion 

4.1. GIS-based mobile applications for health care in older persons 

More than 2,000 mobile health applications for older person were invented, but none 

were designed for dependent older persons (4). Our application was designed for both 

dependent and independent groups and was the first GIS-based mobile application for 

health care in older persons by the VHVs in Thailand. The GIS has been proved as an 

efficient and travel-time saving tool for people living in remote areas (5).  

4.2. User interface and utilities 

Our mobile application design was based on user requirements. GIS applications can be 

divided into 4 themes: health surveillance, support, promotion and prevention; and 

communication among health care staff (6). Our application served all of these aspects. 

Limitation of the project was a gap of communication between the design team and the 

VHVs and the older persons during COVID-19 pandemic; and telecommunication was 

applied in substitute for face-to-face contact. 

5. Conclusion 

In conclusion, the GIS-based mobile application for health care in older persons living 

in rural community of Thailand by the VHVs has been designed. The application will be 

further developed, implemented, evaluated based on feedback from the users.  
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Abstract. Even though the "user characteristics” (UC) can influence "acceptance" 

and “the continuance intention to use” of information systems such as electronic 
medical records (EMR), the effect of UC has not been adequately evaluated in 

post-adoption models. This study seeks to examine the effect of UC on post-usage 

of EMR using the expectation confirmation model (ECM). A total of 450 
questionnaires was collected by a survey to extend ECM by integrating UC using 

structural equation modeling (SEM). Data were analyzed using LISREL through 

confirmatory factor analysis. A path analysis test was also performed to fit and 
confirm the model fit. The UC affects the "confirmation of expectations" directly 

and the "continuance intention to use" indirectly. The findings of the present study 

can provide a new path for further research on the extending of the ECM model. 
Moreover, end users' characteristics should be considered in the preparation and 

training phases of EMR implementation.  

Keywords. Information systems, electronic health record, intention, motivation 

1. Introduction 

EMRs play an important role in the healthcare industry through facilitating timely 

access to health information, decreasing medical errors, and improving patient care 
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effectiveness and efficiency. Despite the potential benefits of such information 

technologies, developing and deploying these technologies is not enough since the 

technology should be accepted and used by end-users [1]. In spite of the fact that 

EMRs are expected to create better healthcare outcomes, the slow rate of its adoption 

has been a concern in developing countries [2]. Thus, identifying, predicting, and 

managing users’ adoption and post-usage of EMR is one of the key factors in its 

successful implementation [3]. The expectation confirmation model (ECM) is one of 

the earliest information system (IS) post-usage and continuance models that integrates 

major constructs in terms of perceived usefulness, expectation confirmation (EC), and 

satisfaction (SA) in continuance intention to use (IU) information systems including 

EMRs [4]. Although ECM is a robust model for understanding the determinants of IS 

continuance, there is a variety of contributing factors such as the opinions of others, 

external factors, and user characteristics which have not been addressed by the ECM 

model. It is shown that user characteristics have significant effect on performance 

expectancy [5]; in addition, “user characteristics” including self-efficacy, job 

satisfaction, computer anxiety, age, gender, and computer literacy can influence “the 

continuance intention to use” which affect job satisfaction and users performance [2-7]. 

thus, this study aims to extend ECM by incorporating “user’s characteristics” into this 

model. 

The research hypotheses were the following: 

� User’s characteristic (UC) is related to expectation confirmation (EC) 

� User’s characteristic is related to perceived ease of use (EU) 

� User’s characteristic is related to perceived usefulness (PF) 

� User’s characteristic is related to perceived enjoyment (PE) 

� Expectation confirmation is related to perceived EU 

� Expectation confirmation is related to PF 

� Expectation confirmation is related to PE 

� Perceived ease of use is related to satisfaction (SA). 

� Perceived usefulness is related to SA 

� Perceived enjoyment is related to SA 

� Users' satisfaction is related to continuance intention to use (IU). 

2. Method 

A total of 450 questionnaires was collected by a survey to extend ECM by integrating 

user characteristics using structural equation modeling (SEM). A confirmed 

questionnaire [7,8] containing 44 questions in three sections including demographic 

data, users’ characteristics,  and ECM model constructs were used to collect data. EMR 

end-users' responses were evaluated based on a five-point Likert strongly agree (5) to 

strongly disagree (1). Data were analyzed using SPSS and LISREL through 

confirmatory factor analysis. R-squared coefficients (R2) were used to assess the 

structural model computed for all endogenous constructs. A path analysis test was also 

performed to fit and confirm the model fit using LISREL software. The causal 

relationships of dependent and independent variables were measured through standard 

coefficient and significance values by LISREL software; consequently, a decision was 

made to confirm or reject the hypotheses based on the measured values. The current 

study was supported by the Vice-Chancellorship for Research & Technology at Kashan 
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University of Medical Sciences [Code# IR.KAUMS.MEDNT.REC.1393.1232] and 

grant number 9330. 

3. Result 

72% (n = 324) of the participants in this study were female and 28% (n = 126) were 

male and most of them (59.9%) had a bachelor's degree. The direct, indirect, and total 

effect of variables on the dependent variable of “continuance intention to use” in the 

final model are presented in Table 1. 

 

 

Table 1. Results of the model validity 

Variable  Direct 
relationship 

Indirect 
relationship 

Total 
effect 

User Characteristic (UC) - -0.023 -0.023 

Expectation confirmation (EC) - 0.513 0.513 

Ease of use (EU) 0.47 0.47 0.47 

Perceived usefulness (PF) 0.27 0.27 0.27 

Perceived enjoyment (PE) - 0.061 0.061 

(R2) IU 0.83, (R2) SA 0.50, (R2) EU 0.87, (R2) PF 0.78, (R2) PE 0.55, (R2) EC 0.033 

 

 

As shown in table 1, “Ease of use" with a value of 0.47 had the most impact on the 

“continuance intention to use”. The other factors including “perceived benefits” (0.27), 

“confirmation of expectations” (0.513), “satisfaction” (0.061), and “user characteristics” 

(-0.023), affected the “continuance intention to use” respectively after “ease of use” 

variable. The results of the SEM path analysis for the final model are indicated in 

Figure 1.  
 

Figure 1. SEM path analysis results Notes: ** p < 0.01, * p < 0.05 
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4. Discussion 

Although the “user characteristic” has the least effect on the “the continuance intention 

to use”, this construct affects the "confirmation of expectations" directly and the 

"continuance intention to use" indirectly. Similar to previous studies, “user 

characteristics” affect users' expectation confirmation [9, 10]; thus, it should be 

considered in the preparation and training phases of EMR implementation [11]. 

Considering user’s characteristics during EMR implementation and ongoing education 

not only would ensure the success of adoption and post-usage of EMR but also has a 

positive impact on end users' satisfaction and efficiency [2]. In contrast to previous 

studies [12, 13], “user characteristics” had no impact on the ease of use and perceived 

enjoyment. The findings of the present study can provide a new path for further 

research on the extending of the ECM model based on the integration of user 

characteristics and other emerging factors which affect the continuance intention to use 

information systems.  
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Abstract. The objective of this scoping review is to develop a model to understand 

the factors that influence clinical downtimes or clinical activities in a healthcare 

organization.  To report on the results of searches preformed using seven 
bibliographic databases, using the logical search criteria of (downtime AND (EMR 

OR Electronic Medical Record OR EHR OR Electronic Health Record).  After a 

title, abstract and full-text review 26 articles remained. The articles were coded and 
analyzed for themes.  Downtime planning activities mitigate the effects of disasters 

on patient safety outcomes and clinical delays.  A model was developed representing 

the relationships between disasters, the moderating variable of downtime planning 
activities and patient safety as well as clinical outcomes. Disasters can have 

significant impact on patients and health professionals.  Downtime planning 

activities can be enacted when a disaster occurs to moderate the effects of the 
downtime on patients and clinical activities and can improve safety. 

Keywords. Downtime, safety, disasters, resilience 

1. Introduction 

A recent survey reported that, most North American healthcare institutions experienced 

an unplanned downtime in the past three years.  Nearly 70% of those institutions who 

completed the survey stated they had experienced a downtime that lasted at least eight 

hours.  Despite those figures, most organizations had not completely implemented a 

comprehensive downtime plan to address patient safety concerns during Electronic 

Medical Record (EMR) downtimes [1].  Downtimes can be caused by many different 

disasters from human error through to natural disasters such as flood, hurricane, and fire 

[2].  The Intergovernmental Panel on Climate Change (IPCC) refers to these types of 

environmental events as low-likelihood, high impact events and compound extreme 

events.  Extreme weather events such as these are expected with high confidence to 

increase in frequency and amplitude according to the recent IPCC report on climate 

change [3].  During a downtime, some or all functions of an EMR can become 

unavailable.  In both planned and unplanned downtime scenarios, clinical users risk 

timely access to critical patient information [4].  The objective of this scoping review is 
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to develop a model to understand the factors that influence clinical downtimes or clinical 

activities in a healthcare organization. 

2. Methodology 

To understand the factors influencing clinical downtimes, we performed a scoping study 

following Arksey and O’Malley’s 2005 methodology [5], including the optional 

consultation stage [6]. In this final stage, subject matter experts were consulted to further 

refine and interpret the key concepts discovered in the preceding stages.  Following the 

final consultation stage with subject matter experts, a narrative review identified 

contextual factors and strategies that impact clinical operations during a clinical 

downtime.  A model was created demonstrating the impact of downtime and how 

planning activities can be used to moderate the effects of a downtime. 

3. Results 

To capture a broad set of results, searches were preformed using seven different 

bibliographic databases, using the logical search criteria of (downtime AND (EMR OR 

Electronic Medical Record OR EHR OR Electronic Health Record)).  672 articles were 

returned from all sources, with 625 remaining after duplicates were removed. 

The remaining results were screened by title, abstract and full text for context.  

Articles selected must be published in a peer reviewed journal, printed in English, and 

have abstracts and full text available electronically.  One reviewer performed all 

screening stages, with 30 articles remaining after title and abstract screening.  Four 

additional articles were removed following a full text review as these articles did not 

discuss technology downtimes in the context of hospital or clinical operations.  The 

remaining 26 articles, published between January 2008 and March 2021, were coded and 

analyzed for themes. 

4. Discussion 

The literature shows several patient safety outcomes are affected by downtimes.  The 

theme of patient safety was common in the publications reviewed and included the 

subthemes of clinical error, patient harm, clinical delays, and data integrity.  One study 

concluded that “downtime-exposed patients had statistically significant longer 

intraoperative courses and postoperative hospital length of stay” [7].  Many of the 

included articles directly discuss patient safety during downtime scenarios [8].  Errors 

occurring during a clinical downtime affect a clinician’s ability to access the most 

relevant patient information.  Wang et al. identified “recent surveys of US hospitals have 

linked downtime to medication errors, increased length of stay and patient harm.” [9]. 

There are several ways that clinical delays affect patient care.  Delays can occur in 

the reporting of test results, length of stay, diagnosis, and treatment.  Larsen et al. state 

that “patients in emergency situations, whose diagnosis depends on timely laboratory 

results are exposed to significant risks” [10]. Researchers identified the importance of 

downtime planning such as mitigation in reducing the effects of a downtime on clinical 
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activities.  Mitigation of clinical downtime is considered any action taken before, during, 

or after a downtime to minimize the impact or duration of a downtime event [11].  

Downtime planning is a mitigation strategy commonly discussed in the literature.  These 

downtime plans should be reviewed regularly so that the plans remain current to the 

evolving clinical workflows and applications [12].  Downtime kits including relevant 

policy, procedure, and preprinted forms required during a downtime should also be 

checked and updated regularly.  Downtime planning can also include proactive steps 

taken to build out systems redundancy with backup or clustered systems.  One common 

backup system is the use of uninterruptable power supplies and standby emergency 

power generators.  Other backup systems are online and offline data repositories to use 

as alternate sources for patient data when the primary system is offline, or for data 

recovery after data loss or corruption [4, 13].  Clustered servers can also be deployed so 

that routine maintenance can be performed without affecting application availability.  

Standby clustered or redundant systems can be staged at the same site, or for greater fault 

tolerance, at a secondary data center.  In some cases, it can take time to bring these 

standby systems fully online and accessible by clinical users [1, 4, 14].  Routine data 

backups can be performed to disk, or on removable media such as tape so that it can be 

taken offline to preserve the historical data integrity for recovery at a later time. 

In summary downtimes increase surgical times and postoperative length of stay [7], 

adverse clinical outcomes, clinical errors [15], medication errors [4] and adverse patient 

outcomes [9].  We also found that downtime can contribute to delays in patient test 

results [4], diagnosis [10] and treatment [9].  The scoping review study, revealed that 

several moderating variables were found to influence the outcomes of a disaster on 

patients and health professionals.  They include contingency planning [16], mitigation 

[17], systems redundancy [14] and backup systems [1].  Their interactions are shown in 

figure 1 in the model we created after reviewing the literature.   Disasters lead to a number 

of patient safety outcomes, including adverse patient outcomes such as increased surgical 

time and length of stay as well as clinical errors such as medication errors and adverse 

patient outcomes.  It was also discovered that downtimes led to delays in patient test 

results, diagnosis and treatment (see Figure 1). Of note, researchers found that downtime 

planning (i.e. contingency planning, mitigation, systems redundancy and backup 

systems) moderates the effect of a downtime on patient safety and clinical errors.   

 
Figure 1. Disaster’s effect on patient safety outcomes with moderating variables 

J.M. Walsh and E.M. Borycki / A Resilience Model for Moderating Outcomes436



5. Conclusion 

Downtime planning activities such as contingency planning, mitigation, systems 

redundancy, and backup systems moderate the effects of a disaster on patient safety 

outcomes and delays in critical patient care activities.  In this scoping review we 

identified the key findings (or themes) in the literature that need consideration when 

developing downtime plans and integrating them into healthcare organizational structure.  

Of note, we created a model that shows the impacts of a downtime and how downtime 

planning activities can moderate the effects of a downtime on patient safety outcomes 

and health professional clinical activities.  More work needs to be done in the area of 

studying the effects of downtime planning and preparation and its effect on patient safety 

outcomes. Future research for our group includes fully testing the models derived from 

the literature as well as identifying new ways of moderating the effects of downtimes. 
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Abstract. The aim of this study was to calculate the average operational cost per 

sub-type of stroke patient and to investigate cost drivers (e.g. ALoS, NIHSS score, 
age) correlated to cost. Methods: Direct medical costs (diagnostic imaging and

clinical laboratory exams, overheads/bed cost, pharmaceuticals, ringers and other 
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non –durables and inpatient rehabilitation) per patient were calculated from the 

providers’ (hospitals’) perspective. Resource use data derived from the “SUN4P” 

web-based registry and unit costs were retrieved from publically available sources 
and were assigned to resource use. Results: The sample comprised 6,282 inpatient 

days of 750 patients (mean age: 75.5±13.3 years) admitted from July 2019 to July 

2021, in nine public hospitals. Mean length of stay was 8.4 ± 7.6 days and mean 
total operational cost was calculated to €1,239.4 (from which 45% and 35% 

related to diagnostic exams and overheads/bed cost respectively). Mean cost 

related to hemorrhagic stroke patients that were discharged alive was calculated  
significantly higher compared to mean cost related to ischemic stroke patients who 

didn’t undertake thrombolysis and were also discharged alive from the hospital 

(€2,155.2 vs. €945.2, p<0.001). Linear regression analysis revealed that length of 
stay was significantly correlated with cost (coefficient beta=232, 95% CI 

confidence interval = 220 – 243, p<0.001). Conclusions: These findings are in 
accordance with current evidence and should be thoroughly assessed to rationalize 

inpatient reimbursement rates in order to achieve improved value of care.

Keywords. Stroke, Mean Cost of Hospitalization Inpatient Stroke Care

1. Introduction

Stroke is a major public issue worldwide [1]. Effective management during acute phase 

(hospitalization) is associated with favorable outcomes, especially for patients suffering 

from ischemic stroke [2]. Notably, inpatient stroke care accounts for more than 70% of 

direct stroke health expenses over the cycle of care [3]. To date researchers calculate 

hospitalization costs by detailed sub-type of stroke [4]. However in Greece, hospitals’ 

charges to National Organization for the Provision of Healthcare (EOPYY) are based 

on a kind of Diagnostic Related Groups /KEN-DRGs (Gazette 946/27/03/2012) where 

four generic tariffs (only for operational expenses, wages excluded) were set, without 

explicit description of diagnosis: a) N30A=€380 Stroke and other cerebral vessels 
disorders of a patient who died or was transferred to another hospital in less than 5 
days from the admission b) N30X= €900 (Average Length of Stay –ALoS=6) Stroke 
and other cerebral vessels disorders without catastrophic or severe co-morbidities / 
complications c) N30Mb (ALoS=9)=€1,625 Stroke and other cerebral vessels 
disorders with severe co-morbidities /complications d) N30Ma (ALoS=17)= €2,475 
Stroke and other cerebral vessels disorders with catastrophic or severe co-morbidities / 
complications. However, currently, Greek DRGs are under revision by the Hellenic 

Institution for DRGs. The aim of this study was to contribute to the efforts of policy 

makers to rationalize the reimbursement tariffs for inpatient stroke care. Thus, we 

calculated the average operational cost per sub-group of stroke patients and we 

investigated cost drivers (e.g. ALoS, NIHSS score, age) correlated to inpatient stroke

cost.

Direct medical costs (diagnostic imaging and clinical laboratory exams, overheads/bed 

cost, pharmaceuticals included ringers and other non –durables and inpatient 

rehabilitation) per patient were calculated from the providers’ (hospitals’) perspective.  

Resource use data per patient derived from the “Improving Stroke Care in Greece in 

Terms of Management, Costs and Health Outcomes- (SUN4P)” web-based registry 

2. Methods
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(ClinicalTrials.gov, NCT04109612) [5]. Unit costs, reflecting 2021 prices in euros, 

were retrieved from publically available sources (Ministry of Health, EOPYY, and 

National Organization for Drugs) and were assigned to resource use. Descriptive 

statistics (mean and median) were used in order to present average cost per group of 

patients and selected patients’ characteristics. Student’s t-test, ANOVA test, Mann-

Whitney test, Kruskal-Wallis test, and Pearson’s and Spearman’s correlation 

coefficients were used for bivariate analyses. Finally, multivariate linear regression 

analysis was also performed with patient cost as the dependent variable and type of 

stroke, age, baseline NIHSS score and length of stay as independent variables. The 

SUN4P design was in accordance with the European General Data Protection 

Regulation (GDPR) and was aligned with the Declaration of Helsinki.

The sample comprised 6,282 inpatient days of 750 patients (51.2% males) admitted 

from July 2019 to July 2021 in nine public hospitals. Only 115 patients were 

hospitalized in a stroke unit while the majority of patients were admitted either in an 

internal medicine or in a neurological department. The vast majority of patients 

(91.5%) underwent the first neuroimaging investigation (CT and/or MRI) during acute 

phase. In total 310 patients were administered antibiotics (mean cost €350, SD: 2,210) 

while only 32 patients (30 discharged alive) were administered thrombolysis (mean 

cost €559.5, SD: 112). Mean cost related to ischemic stroke patients who didn’t 

undertake thrombolysis and were discharged alive was statistically significant lower 

compared to i) mean cost related to hemorrhagic stroke patients that were also 

discharged alive (p<0.001) and ii) mean cost related to ischemic stroke patients who 

didn’t undertake thrombolysis and discharged died (p<0.009) (Table 1). Finally, linear 

regression analysis revealed that length of stay was significantly correlated with cost 

(coefficient beta=232, 95% CI confidence interval = 220 – 243, p<0.001).

Table 1. Baseline characteristics and average cost per sub group of stroke patients

 

Ischemic stroke 
without

Throbolysis-
Discharged 

Alive (N=543)

Ischemic 
stroke without 
Throbolysis-
Discharged 
Died (N=53)

Ischemic 
stroke with 
Throbolysis 
Discharged 

Alive (N=30)

Hemorrhagic 
stroke -

Discharged 
Alive (N=86)

Hemorrhagic 
stroke -

Discharged 
Died (�=36)

All Patients 
(N=750)

Age* 74.8 (13.4) 85.3 (7.8) 69.2 (12.2) 73.7 (13.7) 81.4 (9.2) 75.5 (13.28)
Baseline NIHSS** 5 (6) 16 (14.8) 10 (7.3) 7 (10.5) 26.5 (13) 7 (8)

Baseline mRS** 0 (1) 1 (4) 0 (0) 0 (1) 0.5 (1.8) 0 (1)

ALoS* 7.16 (5.2) 11.9 (9.8) 9.5 (6.4) 13.4 (13.6) 8.9 (9.7) 8.4 (7.6)

Total* Cost/Patient
945.2
(652)

1,957
(1,833)

1,850.4
(729.1)

2,155.2
(5,453.2)

1,897
(3,118)

1,239.4
(2,150)

Diagnostic Imaging
and Biochemical

Exams 504 (301.2) 758.3 (543) 617 (232) 689 (625) 633.5 (685) 554 (402)
Bed/ Overheads 364.5(311) 656 (660) 585(485) 703.6(768.5) 478(596) 439 (458)

Pharmaceuticals
(included ringers and

other non durables) 70.7(190.6) 531.3 (855) 636 (157) 754.3 (4,353) 781(1,978.5) 240(1,557)
Inpatient

rehabilitation 6 (10.5) 113 (29.2) 12 (17.8) 8.2 (13) 4.6 (10) 6.8(13.3)

NIHSS-National Institute for Stroke Scale;
mRS- modified Rankin Scale for Neurologic Disability   / ALoS- Average Length of Stay in Days * Mean 

(SD) /** Median (IQR)

3. Results

O. Siskou et al. / Inpatient Cost of Stroke Care in Greece 441



Preliminary results of the SUN4P cohort demonstrate that mean hospitalization cost for 

the majority of the study patients, those with ischemic stroke who didn’t undertake 

thrombolysis and were alive at the point of discharge, was almost equal to the relevant 

DRG N30X tariff referring to moderate severity stroke patients (€945 vs €900 /ALoS: 

6 vs 7 days). However, as DRGs tariffs are not explicitly assigned with initial diagnosis 

by type of stroke and health status, misclassification to greater cost DRGs categories 

may potentially occur. Among inpatient stroke cost components, cost of diagnostic 

exams is prevalent congruent with previous studies from Greece [6],[7]. The overall 

mean cost in our study was calculated at less than half of the corresponding cost found 

in previous studies, as we didn’t include wages cost. Those who died in hospital and 

those suffering from severe hemorrhagic stroke were found to incur remarkably higher 

total cost as compared to average cost of all patients, a finding that coincides with 

literature [8], as a result of increased utilization of resources during hospitalization.

Conclusions

The costs of inpatient stroke care vary greatly by type of stroke and diagnosis status. 

These findings demonstrates the necessity for revising the charging tariffs for inpatient 

stroke care in Greece, taken into consideration the initial explicit diagnosis and the hard 

outcomes at the point of discharge, and should be incorporated into cost effective 

strategies for improving value of provided care.
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Abstract. Especially in biomedical research, individual-level data must be protected 
due to the sensitivity of the data that is associated with patients. The broad goal of 

scientific data re-use is to allow many researchers to derive new hypotheses and 

insights from the data while preserving privacy. Data usage control (DUC) as an 
attribute-based access mechanism promises to overcome the limitations of 

traditional access control models achieving that goal. Park and Sandhu provided the 

usage control (UCON) model as an instance of DUC, which defines policies that 
evaluate certain attributes. Here, we present an UCON-based architecture, which is 

augmented with risk-based anonymization as provided by the R package sdcMicro 

and an extensible Access Control Markup Language (XACML) environment with a 
core policy decision point as implemented by authzforce.

Keywords. Data Security, Data access control, XACML, Anonymization

1. Introduction

Protecting data in the context of computer-assisted processing of individual-level data 

requires the usage and/or implementation of security mechanisms. Especially in 

biomedical research, individual-level data have to be protected due to the sensitivity of 

the information that is associated with patients, e.g., the propensity to develop breast 

cancer [1, 2]. Protecting privacy risks requires technical as well as organizational 

measures, such as the usage of terms & conditions before authorization of data users [3].

One central aim of many scientific data re-use scenarios is allowing many 

researchers to derive new hypotheses and insights. Such a broad goal requires high 

flexibility in using as much of the data as possible without compromising data privacy 

and security. On the one hand, authorization and control of the user activity is often not 

sufficient for preventing disclosure of sensitive information, as de-anonymization 

scandals showed [4]. On the other hand, limiting the amount and type of operations on 

data to ensure high protection decreases the utility of the data. One way to tackle such 

settings is relying on data-usage-control that considers de-anonymization risks [5].

Data usage control promises to overcome the limitations of traditional access control 

models. Standard access control protocols regulate the issue of granting access to an 
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object with certain rights (e.g., read only for a certain role, where a role is a named 

collection of users and relevant permissions). Park and Sandhu [6] provided the usage 

control (UCON) model for a systematic usage control. Unlike role-based access control, 

which assigns to certain users pre-defined roles with a set of privileges associated with 

them, UCON is an attribute-based access control mechanism, which defines policies that 

evaluate many different attributes. The evaluations are based on three decision factors: 

authorizations, obligations, and conditions. Authorizations are functional predicates that 

are evaluated to decide whether a subject is allowed to perform a request on an object (in 

most cases data). Obligations are requirements a subject must fulfill, and conditions 

relate to system-related decision factors that are independent of subjects and objects. 

There are already works on integrating anonymization procedures into attribute-

bases access mechanisms available (see [7]), mainly focusing on the differential privacy

(DP) model, which requires that the presence or absence of any individual record must 

not affect the answer of a query. DP is especially designed for interactive query settings 

with aggregate outcomes. Even though, there are adaptation to the case of publishing 

data to allow much more flexibility, the required noise addition is often too high in terms 

of the resulting data utility [8]. One reason is the difficulty of transforming the output 

noise addition mechanism into an input-related one for single records, which contradicts 

the core idea of DP. Hence, k-anonymity models using methods such as shuffling, 

generalization and micro-aggregation are often more promising in terms of risk-utility 

trade-offs for dealing with individual-level data in a flexible way [9].
Main motivation for this work is the implementation of a health network platform 

for pharmacogenetic (PGx) treatments and research. An authorized user of the platform,

for example a clinical researcher, should be able to use the platform for SNP-related 

association analyses. Here, we present the UCON-based architecture and the tools, which

is augmented with risk-based anonymization as provided by the R package sdcMicro and 

an extensible Access Control Markup Language (XACML) environment with a core 

policy decision point as implemented by authzforce [10].

2. Methods

First, we apply the UCON framework to our pharmacogenetic platform, after which a 

risk-based anonymization approach is incorporated.

UCON allows to formulate restrictions (rules) on user’s access to the data and the 

operations that are allowed for them. Policies or rules are tuples of the form (subject, 

action, resource, purpose, system-related condition, user-specific obligation), e.g. 

(Researcher, machine learning analysis on the data on the client, SNP data, hypothesis 

generation for research, anytime, ethical statement is signed). The common example for 

obligations is acceptance of terms of use, being a mandatory requirement that must be 

met before or during access. Conditions are not directly related to subjects and objects, 

but to environmental and/or system requirements that must be satisfied, e.g., access is 

only granted when the system load is under some threshold. Based on the associated 

attributes of the subject and the resources, the system evaluates these policies for 

decisions on data access. Hence, defining these attributes is central for the 

implementation of UCON. For implementing the UCON components, the natural choice 

is the extensible Access Control Markup Language (XACML).

For anonymizing data, it is crucial to determine the quasi-identifiers (QIDs), which 

are those attributes that have discriminatory value (i.e., they increase the probability of 
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re-identification), can be obtained from external resources, and are potentially useful for 

the data user. Examples of QIDs are gender, age, postal codes, race, ethnicity, etc. These 

QIDs must be protected from being used for disclosing information of identifiable 

individuals, which is done by using data perturbation techniques, such as shuffling, 

generalization and micro-aggregation. From a statistical perspective, a procedure for 

protecting sensitive data should be based on a disclose scenario, dealing with risks and 

utility at the same time. Typical thresholds for maximal accepted risks lie between 0.005 

and 0.01, while thresholds for utility are use-case dependent. As a general utility measure,

usually the entropy measure of the loss of information is used. While definition of QIDs 

and risk threshold will be made together with the implementation of UCON, risk and 

utility estimation are part of the policy evaluation during access request.

3. Results

The relevant subject (s) and resource (r) attributes of the privacy aware UCON system

are given in Table 1. Subjects are assigned to different roles according to their clearance 

level, which are associated with certain risk thresholds (the concrete numbers are omitted 

here), general data utility properties, and the related data perturbation. For example, 

clinical users can access data with high-risk thresholds and high utility by changing 

nothing of the QIDs. For researchers, the necessary changes for a risk-utility balance are

dependent on the origin of the researcher. Trade-off for data utility means, that an 

iterative process is allowed, in which the allowed risk threshold can be changed through 

additional security measures (e.g., data usage is continuously monitored), if the 

researcher is not satisfied with the anonymization result. For public use, only highly 

aggregated data is provided without allowing any compromise.

Table 1. Core attributes for the subjects (s) and the resources (r) that are used by our UCON system.

Roles=Purpose (s) Security Level (r) Data utility (r) Data perturbation (r)
Clinical use High risk threshold High Raw or pseudonymized

Research intern Medium risk threshold Trade-off 1st level anonymization

Research extern

Public use

Low risk threshold

Very low risk threshold

Trade-off

Low

2nd level anonymization

Highly aggregated

For implementing UCON with risk-based anonymization, an authzforce server was 

installed that provides a multi-tenant RESTful API to policy administration points (PAP) 

and policy decision points (PDP). A web service wraps the data access request of a 

subject, which is sent to the server. The REST request has four parts: subject, resource, 

action, and an environment. In our use case, the subject is an internal researcher (role),

the resources are PGx data sets, actions are they ways to access the data (e.g., reading,

or on-site analysis) and via the environment part the purpose, obligation statements as 

well as the required data utility is specified (see Section 2 on the expected 6-element 

tuples). Credentials are provided by SAML tokens, which contain user IDs and roles. On 

the client, the request is processed by an authzforce module that extracts the various 

attributes to request a decision from the remote authzforce server, which enforces PDP 

decisions.

The PDP decisions are implemented with respect to the attributes in Table 1. If an 

internal researcher requires data with maximum allowed information loss in the 

environment attribute that cannot be achieved by anonymization for his security level, 

the request is denied with a proposal to adjust his required entropy value. To compute 
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the best achievable entropy value, the sdcMicro package is run manually before any 

requests and the results are stored on the PDP as resources for the responses. We used 

minimal sample uniques for the risk estimation (SUDA) and the following four 

anonymizing techniques: generalization by recoding, post-randomization, micro-

aggregation, and shuffling. The system is just a prototype and not productive yet, due to 

the lack of certification of the whole PGx platform as a medicinal product.

4. Discussion 

Even though, our proposed system seems feasible for the practice, we advise to update

the risk model and the risk thresholds in certain time intervals, since risks and the status 

of anonymity change with time. If none of the allowed risk thresholds is compatible with 

the required utilities, additional measures such as highly secure analysis environment 

could be established to allow an increase of the allowed risk threshold. In other words, 

the whole system cannot be assessed by certain results of performing analysis on the 

perturbed data, as this only evaluates the anonymization component, not the attribute-

based data access system. For assessing the system in practice, it will be important to 

record the number of users, the number of rejections as well as trade-off rounds, and the 

satisfaction of the data users with the data quality.

There are many options for concretizing authorizations, obligations, and conditions. 

We emphasize, that data security is not only a technical issue. Should the platform be 

open for all kind of analysis? What kind of restrictions seems necessary to guarantee data 

protection? What kinds of restrictions have small and high impact on the utility of the 

data? What is the standard use case? Who is the typical user? Based on answers to these 

and related questions, the system should be adapted to different scenarios. The flexibility 

of the UCON model is conducive for such adaptations, even though it is not necessary 

to stick totally to it if the system has a limited scope as in our scenario.
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Abstract. In this paper we describe a review of the literature and the development 

of an initial maturity model for the research literature in the area of technology-

induced errors and health technology safety. The capability maturity model provides 
a way forward for organizations to formalize their health technology safety 

processes and also compare their efforts in this area to other organizations to support 

organizational learning. The application of maturity models to technology-induced 
error is described.

Keywords. Safety, health technology safety, technology-induced errors, maturity 

models, risk management

1. Introduction

Maturity models (MM) help organizations to assess their capabilities or competencies in 

a domain area. Organizational units or teams use maturity models to determine what 

capabilities their organizations need to acquire in order to reach the next level of 

organizational performance in a given business context [1]. Most MMs rate performance 

using levels (i.e. level 1 through to 5 in maturity) [2]. MMs are used to improve electronic 

medical record (EMR) adoption, implementation and agility in undertaking these 

endeavors [2]. These adoption and implementation models are critical to organizations

as they help leadership teams to assess their organization’s current state, compare the 

organization’s performance to other similar organizations, chart the organization’s

progression and accomplishments through the model and identify what needs to be 

implemented for the organization to reach the next level of maturity [2]. MMs have 

advanced in varying organizational domains such as digital health. In a recent review [3], 

the focus of these models has been on technology adoption, implementation, 

interoperability, analytics, and usability in the domain area of health information systems.

To date, few of these models have exclusively focused on health technology safety, in 

particular, no MMs have focused on implementing protections against technology-

induced errors. In this paper, the authors describe an initial MM developed with a 

primary focus on addressing health technology safety.

Health technology safety has been recognized as important public health issue that 

has led to the study of technology-induced errors. This emerging area of health 

informatics research aims to address those sources of error that arise from: “a) the design 
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and development of technology, b) the implementation and customization of a 

technology, and c) the interactions between the operation of a technology and the new

work processes that arise from a technology’s use” [4]. Much of the research in this area 

has focused on identifying incidents where a technology-induced error had occurred.

Here, researchers have focused on methods that can be used throughout the software 

development lifecycle and after implementation to identify and then prevent future errors.

Such research is critical to preventing death, harm and injury and the significant costs to 

the individual and the healthcare system associated with such events [4,5]. Over the past 

few years, there have been several attempts to integrate newly developed approaches to 

preventing such errors throughout the health technology industry in vendor as well as 

healthcare settings with some success [6,7]. Yet, there remains a patchwork approach to 

integrating innovative approaches to improving health technology safety.

Maturity models offer an opportunity to aid healthcare organizations in formalizing 

activities and processes aimed at preventing, mitigating and monitoring for technology-

induced errors. Such models are used in the general organizational literature to help 

organizations develop and formalize internal processes and they are used across 

organizations to allow for comparison, benchmarking and learning between 

organizations to enhance systems across an industry. Some researchers and professional 

organization have developed MMs to support internal organization improvements and 

industry wide comparisons across organizations [1,2]. One of the most commonly used 

MMs is the HIMSS electronic medical record adoption model which helps organizations 

to identify which aspects of the electronic medical record to implement and support their 

adoption [2,3]. This model supports inter-organizational learning as organizations can 

look at where they fit in the model in terms of the implementation and adoption process.

Such models have also been developed for decision support systems and personal health 

record implementation. None of the models exclusively focus on technology-induced 

errors or improving technology safety within and across organizations.

2. Method

The following method was used to develop an initial MM described in this paper. The 

research was conducted in three phases described below.

2.1 Phase 1

In phase one we reviewed the literature on information system MMs in healthcare to 

identify MMs specific to strategies for addressing “technology-induced errors” in 

healthcare organizations. The review began with two researchers identifying keywords 

and conducting searches of PubMed (see Table 1).

Table 1. Model Search Terms

Keyword Terms
“maturity model” AND “system”

“maturity model” AND “safety”

“maturity model” AND “technology”
“maturity model” AND “error”

“maturity model” AND “error” AND “system”

“maturity model” AND “error” AND “technology
“maturity model” AND “error” AND “safety”
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The titles and abstracts of the identified articles were then reviewed by the researchers 

for their possible inclusion in: (1) a MM focused on technology-induced errors or health 

technology safety, and (2) help with identifying gaps in the literature relevant to 

development of MMs focused on technology-induced errors.

2.2 Phase 2

In Phase 2 the results of the literature search were reviewed by the research team and 

gaps were identified. Preliminary levels for an initial MM were developed. Then the 

research team met to discuss the levels and disagreements were resolved through review 

of the articles and discussions.

2.3 Phase 3

An initial MM was created based on the results of phase 1 and 2. This model was 

developed specifically in the context of technology-induced errors.

3. Results

The review of the literature conducted in Phase 1 revealed that 69 articles were returned 

(see Table 2). Following a title, abstract and full text review, the researchers found that 

the MMs focused on either system implementation maturity (e.g. electronic health record 

features and function implementation) or on specific process implementation such as 

health information system adoption. As Table 2 shows there were very few articles 

returned for MMs in relation to technology-induced errors. We then focused our review 

on the 15 articles at the intersection of “maturity model” and “safety” to develop a new 

initial MM that incorporated some of the levels described from these articles in the new 

context of technology-induced errors. The layers in the newly proposed MM for 

technology-induced error were defined and refined through further discussion by the

research team.

Table 2. Maturity Model Search Results

Keyword Terms Resulting Number of Papers 
Returned

“maturity model” AND “system” 29
“maturity model” AND “safety” 15

“maturity model” AND “technology” 24

“maturity model” AND “error” 1
“maturity model” AND “error” AND “system” 0

“maturity model” AND “error” AND “technology 0

“maturity model” AND “error” AND “safety” 0
Total Number of Papers Returned 69

In our first discussions, we identified that MMs from the health informatics and health 

information technology literature. We found that they typically consist of five or more 

different levels. The levels draw on an organization’s ability to address a particular 

problem, event or issue. In Level 1 organizations employ ad hoc responses. In Level 2 

organizations employ repeatable activities in response to problems, events or issues. In 

Level 3 organizations fully define and respond to problems or issues. In Level 4
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organizations create formal structures to manage these processes and in Level 5 

organizations have formal managed processes to respond to problems, issues and events,

continually monitor and focus on optimization and improved safety (see Figure 1).

Figure 1. Generic Maturity Model Levels. 

In Figure 2, we map the findings from our literature review and discussions on to generic 

layers of a capability MM (described in Figure 1), specifically in the context of 

technology-induced errors to arrive at a new model in the context of technology-induced

error (TIE).

Figure 2. Maturity Model for Technology-induced Error
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In the context of the research literature we focused on methodologies as applied to

technology-induced errors. Level 1 represents organizations where the practices and 

activities surrounding a technology are ad-hoc or reactive to events in an organization.

In Level 2 we identified that organizations identified activities associated with managing 

and repeated activities for events related to technology-induced error. In Level 3 safety

activities focused on technology-induced errors were defined and enacted when errors 

occurred. In Level 4 activities were not only defined and enacted specific to technology-

induced errors, but they are part of organizational processes and technology-induced

errors were actively managed. Lastly, Level 5 represents organizations where there is a 

formalized program of activities aimed at identifying, diagnosing, addressing, mitigating 

and monitoring for technology-induced errors with a focus on improving safety through 

optimization (see Figure 1). Figure 2 also shows how the five generic MM levels can be

mapped to: (1) practice areas, (2) key safety practices and (3) desired outcomes.

4. Conclusion

Maturity models help organizations to assess their capabilities or competencies in a given 

area. They are used extensively in the general organizational literature. In the health 

informatics research literature, there have emerged several MMs that have helped 

healthcare organizations and systems with specific health information technology 

activities such as the adoption of electronic health records, personal health records and 

decision support systems. None of this research has focused specifically on technology-

induced errors. In the absence of a MM that allows for and supports the development of 

within and between organizational processes and activities, we have developed an initial 

MM that focuses on processes, methods and monitoring approaches for technology-

induced errors. The MM helps to diagnose, mitigate and monitor for these safety issues 

with the goal to improve the safety of technology systems and overall patient care. Our 

ongoing work is focusing on the validation of the initial model.
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Abstract. Non-communicable diseases (NCDs) become one of serious health issues 
globally including Thailand. The Wellness Center was introduced by the Ministry 

of Public Health (MOPH) in public hospitals since 2018 for both healthy people and 

people who at risk for NCDs. It incorporates risk evaluation, health assessment, 
health behaviors changing, health promotion and prevention, and health record 

system to follow participant’s health status. This study aimed to evaluate the 

Wellness Centers in three public hospitals in Thailand using RE-AIM framework. 
Findings indicated that the Wellness Centers successful reached its target groups. 

Although sample size was small, the findings provided a positive outcome. Besides, 

the average weight and Body Mass Index (BMI) had reduced significantly after 
participants attending both services of Wellness Centers. However, there were some 

challenges from this program such as financial sustainability, performance indicator, 

and data system. 

Keywords. Wellness Center, Qualitative assessment, NCDs, Prevention and 

promotion program, RE-AIM model 

1. Introduction 

Non-communicable diseases (NCDs) are serious health issues in global level. In 

Thailand, of 75% of all death in 2009 attributed to NCDs. Stroke, diabetes and ischemic 

heart disease were top three of NCDs [1]. The economics loss from NCDs was also high 

in Thailand. It was estimated that the costs of NCDs were approximately USD 6,158 

million in 2013 [2]. In 2011, the Thai cabinet introduced the Thailand Healthy Lifestyle 

Strategic Plan for 2011-2020 [3] to encourage the ministries to collaborate in controlling 

NCDs. The Ministry of Public Health (MOPH) – as a main organization of this plan – 
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introduced NCDs and health risks with focuses on promotion and prevention program to 

improve health issues. Four main diseases included in this plan are cardiovascular 

disease, diabetes, chronic obstructive pulmonary disease, and cancer. Risk factors 

included in this plan are smoking, drinking, unhealthy diet, and lack of physical exercise. 

Several kinds of promotion and prevention programs were introduced and implemented 

in public hospitals by MOHP such as the NCDs Clinic Plus 2017. The Wellness Center 

was also introduced by the MOPH in public hospitals in 2018 for both healthy people 

and people who at risk of NCDs. A pilot of Wellness Centers implemented in 16 public 

hospitals in the same year. The Wellness Center incorporates risk evaluation, health 

assessment, health behaviors modifications, health promotion and prevention, and health 

record system to follow participant’s health status. However, only Wellness Centers from 

three public hospitals had available data for us to do the evaluation. This study used RE-

AIM model to evaluate Wellness Center program of the three public hospitals. 

2. Methods 

We used the Reach, Effectiveness, Adoption, Implementation and Maintenance (RE-

AIM) framework to evaluate program. This study conducted in three public hospitals in 

Thailand selected by purposive sampling. Data were retrospectively collected from 

hospitals’ database in fiscal year 2019. Inclusion criteria were hospitals have prevention 

and promotion services, and an adequate data to evaluate the program. The Wellness 

center had two services including services and fitness service. There were three service 

process in this program, including assessment, empowerment, and coaching. Each 

participant received services once a month for six months. Besides, individual fitness 

services were planned by a sport science. 

3. Results 

Two hundred and thirty-five participants from three public hospitals in 2019 were 

analyzed. Their ages were from 14 to 67 years old, with an average age of 43 years old. 

Most participants were female (69.1%). Participants were general people (NCDs patients 

and walk-in). Over 50% of the participants had Body Mass Index (BMI) at least 25. And 

57 participants had Hypertension, Diabetes and Dyslipidemia. A total of 132 participants 

attended NCD programs for more than two months 

Overall, the results showed that weight and BMI of participants changed 

significantly. Considering in each hospital, participants from hospital B had the highest 

weight changed (5.77) after attending a program followed by hospital C (3.97) and A 

(1.89), respectively.  For BMI, participants from hospital B had the highest BMI changed 

(2.4) after attending a program followed by hospital C (1.63). However, there was not 

BMI changed from participants from hospital A. 

Table 1. The Wellness Centers evaluation using RE-AIM model 

RE-AIM Framework Wellness Center Notes 
Reach (Individual) There were 4 target groups. 

1. People at risk of NCDs who 

has annual health checks from 

hospital. 

1.Target groups covered healthy 
people and people who are at risk 

of NCDs following The Wellness 

Center policy. 
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4.  Discussion and Conclusion 

The results show that an average of weight and Body Mass Index (BMI) had reduced 

significantly after participants attending Wellness Center both service and fitness 

program. This is in line with previous studies indicated that lifestyle modification 

intervention, weight reduction can be reduced the incidence of people at high risk living 

with diabetes [5], [6] improving NCDs risk factors [7],[8], [9] and it also increase quality 

of life [10]. 

The Wellness Centers from Three public hospitals in Thailand successful reached 

its target groups needed both healthy people and people who at risk for non-

communicable diseases (NCDs) which contributes in strengthening public health. 

However, there are some challenges from this program  

1. Data system should be managed to provide adequate data, we found that some 

information was not completed. Hospital uses paper-based to record 

participant’s information. 

2. The Wellness Center program was based on hospital financing, and some 

hospitals collect a small money from participants. Therefore, long term 

financing should be prepared by hospital and governments to ensure financial 

sustainable. 

2.People who willing to attend 

program. 

3.Patients from NCDs clinics 
4. Hospital staff. 

2.However, sample sizes were 

low and they were not good 

representative sample but the 
result showed a positive outcome. 

Efficacy (Individual) An average of weight and Body 

Mass Index (BMI) had reduced 

significantly after participants 
attending Wellness center 

program. 

Motivation process plays a crucial 

role in behavior changing.  

Adoption (Setting level) 1.A pilot study in 16 public 
hospitals during year 2018 but 

there were only 3 public 

hospitals had enough data to 
evaluate the program. 

2.A total 253 participants from 

3 public hospitals attended the 
program (using data 2019)  

One Wellness Center provided 
services to hospitals employees 

only. 

Implementation (setting/staff 

level) 

Only 132 from 253 participants 

attended programs for more than 
two months. (52%) 

48% of total participants attended 

program less than two months. 
2.They were unwillingness to 

attend the program. 

Maintenance 
(Individual and Setting level) 

1. This program still continues 

providing services in hospitals 
and expanding to other public 

hospitals. 

2. It is included in P&P package 
which has annually budget from 

three main insurance schemes in 

Thailand. 
3. It is collaboration between 

Department of Disease Control, 

Department of NCDs and 
Department of Health, MOPH. 

1.Financial sustainability (many 

projects include in P&P package). 
2.Program (service and fitness). 
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3. There was a difference in services process between three hospitals which may 

impact to the results. Diet Coaching, for example, one hospital taught 

participants by conducting workshops and food model. Also, they gave advice 

to participants via line application. Whereas, two hospital provide knowledge 

by using food model. Thus, a standard guideline should be preparing to ensure 

that program is more effective. 

4. There was not an evaluation process/ a standard performance indicators for the 

wellness center program which are necessary improving program. To ensure 

that this program is much more effective to target groups, a set of indicators 

and evaluation process should be regulated. 

Further studies are recommended to involve more Wellness centers providing 

services at hospitals to improve generalizability of our findings. 
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Abstract. Daily, people are being exposed to an enormous amount of Covid-19 
information, but not all of it is reliable. This phenomenon seriously affects the 

public health policy effectiveness, because there is a lot of misleading or 

inaccurate information, which is spreading rapidly and makes it more difficult to 
restrict the pandemic. Healthcare informatics has emerged as a diverse and 

important new field. Healthcare informatics applications are becoming more and 

more popular and are providing easy access to new sources of knowledge. This 
way, the quality of patient care will improve and productivity will increase. 

However, people should also learn how to navigate this infodemic properly. 

Keywords. Healthcare Informatics, fake news, misinformation, Covid-19 

1. Introduction 

The World Health Organisation (WHO) has declared that false allegations are 

spreading faster than the virus itself and has already defined the situation as a “global 

information pandemic” [1]. The word “Infodemic” is consisted of the words 

“information” and “epidemic” or “pandemic”, which means “epidemic/pandemic of 

information” [2]. Due to Covid-19, another word has been added to people’s 

vocabulary daily, called: “epidemiology”, which is the branch of medical science that 

deals with how diseases are transmitted and can be controlled in populations [1]. So, 

during the current pandemic, a new word has been aroused, called: “infodemiology”. 

The term “Infodemiology” is defined as “the science of distribution and determinants 

of information in an electronic medium, specifically the Internet or in a population, 

with the ultimate aim to inform public health and public policy” [3]. 

The great amount and multimodality of data produced in health, give a key role of 

data analytics methods as a speciality of health informatics. As a result, an increased 

interest appeared in development of Machine Learning. Furthermore, techniques with 

their foundations in artificial neural networks, like Deep Learning, have emerged in 

recent years as a powerful tool and promise to reshape the future of Artificial 
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Intelligence. Newly appeared online platforms are already operating to reduce the 

effects of fake news [4]. 

2. Methods 

A systematic review of academic literature was conducted, aiming to identify strategies 

in tackling online misinformation and fake news about public health and especially the 

Covid-19 pandemic. Other articles were reviewed, involving vaccine misinformation, 

as well as online and open provided information by health-related authorities, regarding 

the phenomenon of fake news in the healthcare sector. A systematic review of 

academic literature was performed using mainly PubMed and ScienceDirect databases 

in July and August 2021 using terms like “infodemic”, “healthcare informatics”, “fake 

news”, “Covid-19”. In total, 58 academic publications identified and extracted for 

further assessment. Other than the title, abstract and full-text assessment, 16 articles 

were selected for inclusion in this literature review. In addition to the systematic review 

of academic literature, research has also been contacted on National Websites dealing 

with Public Health and an overview of where people can find accurate and proper 

information on health issues is presented. This article also attempts to report the 

sources of Covid-19 misinformation and to find ways to navigate with safety the 

various websites dealing with information on the pandemic. 

3. Results 

The Covid-19 infodemic is full of false claims, half-backed conspiracy theories and 

pseudoscientific therapies, regarding the diagnosis, treatment, prevention, origin, and 

spread of the virus. Reliable and authorised “places” to search for accurate worldwide 

data about Covid-19 infodemic and all useful information needed, are the websites of 

every national Ministry of Health and any other national public health authorities, as 

well as other global organisations, such as the World Health Organisation (WHO), the 

European Centre for Disease Prevention and Control (ECDC) website, and the Centre 

for Disease Prevention and Control (CDC) website. It is worth mentioning that as we 

learn more about the virus, information may change or vary [5, 6]. 

Worldwide data sources for Covid-19 and healthcare issues related to it (e.g. 

Covid-19 vaccines, behaviours against them, etc) are already starting to increase and 

healthcare informatics applications are becoming a very useful tool of defence [7]. 

Previous works proved that “Machine Learning” application seems very useful in 

recognising and striking out fake news and other disinformation [8, 9, 10]. 

The WHO has developed guidelines to help individuals, community leaders, 

governments and the private sector understand some key actions they can take to 

manage the Covid-19 infodemic. A very important intervention by the WHO is 

working closely with more than 50 digital companies and social media platforms, 

including the most popular ones such as Facebook, Twitter, Viber, and others, to ensure 

that science-based health messages from the organisation itself or other official sources 

appear first when people search for health information. The WHO has also collaborated 

with the Government of the United Kingdom on a digital campaign to raise awareness 

on misinformation concerning the coronavirus and to encourage individuals to report 

false or misleading online content [1]. Another awareness campaign by the WHO 
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collaborated with the UK is called: “Stop The Spread”, which clearly urged people to 

double-check all information. An additional effort to limit the infodemic was the 

campaign called “Reporting Misinformation”, which urged people to not only verify 

information, but also report misinformation in various social media platforms. The 

WHO, also, created an innovative online game called “Go Viral!”. Research has shown 

that even one game can reduce perceived reliability of fake news by an average of 21% 

[11]. Lastly, the WHO has created the “EPI-WIN”, its own Information Network for 

Epidemics that seeks to give everyone access to accurate and valid advice or 

information from trusted sources on public health emergencies [12]. 

The ECDC website is also ensuring a maximum level of transparency. It screens 

up to 500 sources to collect Covid-19 figures from 196 countries. It screens official 

social media accounts (e.g. Facebook) from national authorities. Social media sources 

are screened to gather additional information, which can be validated by the official 

sources previously mentioned. This process is being refined constantly, as to ensure the 

validity and reliability of the data and it is very useful for monitoring and interpreting 

the dynamics of the Covid-19 pandemic not only in the EU, but also worldwide [13]. 

The CDC website is also exploring and monitoring similar activities to support the 

global effort against SARS-CoV-2. The “COVID Data Tracker” finds maps and tracks 

cases, deaths, and trends of COVID-19 in the United States and it is being updated 

daily [14]. Additionally, the CDC Health Alert Network (HAN) updates a huge number 

of guidelines and recommendations on how to evaluate and identify patients who 

should be tested for Covid-19. The CDC has, also, updated travel guidance to closely 

monitor and respond to the Covid-19 outbreak [15]. 

4. Discussion 

People don’t usually give it a second thought before sharing information on social 

media and forget to verify if it is fake or true. It is extremely useful to teach people how 

to identify misinformation and how to navigate this infodemic. First of all, they have to 

assess the source and find out who shared the information and where they got it from. 

Attractive and catchy headlines are being used to mislead people intentionally. 

Therefore, people should read the entire article carefully and not just the headline. In 

addition, they should identify the author’s name to ensure they are real and credible. It 

would be extremely helpful if people were to check the date of the article and any other 

biases. Examination of the supporting evidence with fact-checkers to debunk 

misinformation could also be enlightening [1,8]. There are different ways to identify 

fake news and stay accurately informed. People can verify fake news either by 

traditional verification methods (e.g. getting on to the primary source and verifying it) 

or online verification tools (e.g. Machine Learning). 

The pandemic has been the breeding ground for the germination of misinformation, 

conspiracy theories and, in general, a climate of suspicion and uncertainty in the face of 

any message about the situation. Through today’s different communication platforms, 

information flows unfiltered, generated by any individual without credentials to report 

on specialised topics, giving way to the invention of myths and stories that easily go 

viral, activating waves of opinion and diffuse beliefs that deepen the climate of 

misinformation and mistrust [6]. Scientists, health professionals, as well as journalists, 

should take serious steps to help the public identify and recognise fake news. 
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5. Conclusions 

The fake news crisis is putting the public health at risk as it is taking over social media. 

If we want to win the war against fake news and misinformation, there is an urgent 

need to train people on the nature of social media and how to use them effectively. 

However, personal responsibility is the first and fundamental step to protecting our 

society from the dangerous phenomenon of fake news. Future steps to combat fake 

news could be to further apply machine-based classification methods on different types 

of “fake news”. The goal is to develop algorithms that make predictions about future 

instances. For example, an algorithm could be trained with pre-established indicators or 

features from a training set to predict its corresponding category for unseen instances 

by a set of learned rules (e.g. Decision Trees) [16]. A new era of AI is inevitable. 
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Abstract. Partner Notification processes focus on the notification of sexual partners 

to prevent the transmission of Sexually Transmitted Infections (STIs). The 

INTEGRATE Joint Action provides an integrated platform called RiskRadar, for 
combination prevention activities targeting STIs, including an anonymous, free and 

voluntary Partner Notification service. The presented service information flow 

ensures privacy, security and GDPR compliance which were identified as vital with 
similar tools. The service is available via web and mobile interfaces using a unique 

random code provided from authorised healthcare professionals to support privacy. 

Keywords. HIV Infections, Sexually Transmitted Diseases, Contact Tracing 

1. Introduction 

Contact Tracing (CT) is the process of identifying potential infection sources and/or 

newly infected persons, aiming to reduce further transmission by offering testing or other 

preventive interventions, along with potential treatment options, depending on the 

specific infection per se [1]. Partner Notification (PN) is a process tightly related with 
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CT which involves voluntary notification of sexual partners of a diagnosed patient, in 

order to prevent further transmission of Sexually Transmittable Infections (STIs), as high 

prevalence rates among notified partners have been noted compared with unselectively 

screened individuals [2]. Obviously, PN/CT processes come with many ethical, privacy 

and legally related challenges, while they also come with high cost [3], [4]. Thus, digital 

technologies are identified as a way to improve them in a cost-effective manner [5]. 

The INTEGRATE Joint Action has implemented integrated activities to improve 

prevention, early diagnosis and linkage to care for HIV, viral hepatitis, STIs and 

tuberculosis in Europe. In this context, RiskRadar a publicly available web and mobile 

toolkit has been developed to support combination prevention, testing and linkage to care 

activities for the four disease areas2. This paper presents a technical solution to support 

the PN process in a GDPR complaint, secure and privacy-preserving manner. 

2. Methods 

The development of the PN service started with an extensive desk review to evaluate 

existing relevant tools and propose a prototype based on the resulting insights. Through 

an iterative process, the PN service was developed and tailored to identified priority 

groups (men who have sex with men, people who use drugs, migrants, young adults and 

prisoners) while ensuring its correct adaptation to all STIs. Furthermore the effective 

communication strategies proposed by ECDC and WHO [6], [7] were adopted and a Data 

Protection Impact Assessment was conducted to mitigate information security risks (e.g. 

service misuse, sensitive data exposure etc.) to ensure GDPR compliance. 

3. Results 

The architecture of the PN service is composed of 4 main technical components (Figure 

1): a) An interface for HCPs dedicated to unique passcode generation, b) The RiskRadar 

backend that handles the unique random passcode generation and RiskRadar’s PN 

service requests, c) RiskRadar’s PN service frontend for index patients that can be 

accessed only via the generated passcodes and d) an SMS sending mechanism. To 

maintain privacy, log encryption and pseudonymisation of the phone numbers were 

applied; in addition, the phone numbers are automatically and permanently deleted from 

the system once the notification messages are delivered to the recipients. 

RiskRadar is available to download from the official app stores3,4. Figure 2 presents 

the PN service information flow; healthcare professionals (HCPs) receive login 

credentials to use the code generator web interface in order to issue and deactivate 

passcodes. Once a patient receives the diagnosis, the HCP encourages the index patient 

to notify their past sexual partners so that they can get tested. The index patient receives 

a printout with the generated passcode in two formats: a serial passcode for the 

RiskRadar web app and a QR passcode to be scanned through the RiskRadar mobile app, 

along with printed instructions on how to use the PN service. The patient can then notify 

past sexual partners in their own time, outside of the clinical setting if they wish – 
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although contact information to reach affiliated organisations is offered should they need 

further support. 

To use the passcode, the index patient can type/scan the passcode and then enter the 

mobile number(s) of the partners to be notified. They will then receive an SMS informing 

of potential STI exposure with information on where they can get tested.  To prevent 

malicious use, the passcode is valid for 30 days and can be used up to 10 times - however 

the user is able to notify multiple partners in each round. Furthermore, every time a 

misuse/abuse incident is identified by the system through the auditing of the code 

generator database (e.g. a bot attempting to generate codes and use them to send PN 

messages), the healthcare professional is notified to deactivate the passcode. 

 

Figure 1. Partner Notification Service Architecture 

4. Discussion 

In the context of combination prevention efforts, the proposed service offers free, 

voluntary, anonymous Partner Notification and thus promotes patient empowerment and 

reduces stigmatisation. Concerning the service’s strengths, its architecture ensures the 

security, privacy and confidentiality of all stakeholders involved; Furthermore, the HCP-

authorised access hinders misuse attempts. We expect that the enhanced security and 

privacy of the service will boost its acceptance especially among vulnerable populations. 

Regarding limitations of this work, providing a printout of the instructions and passcodes 

is an obvious liability that could expose a patient’s diagnosis. Another limitation is the 

prerequisite of a patient knowing the phone number of past sexual partners, which may 

be problematic especially for people engaging in casual sex. A possible workaround 

would be the integration of the PN service to popular dating mobile apps. Additionally, 

detecting a misuse of the PN service could be challenging, even with the authorisation 

process that is currently in place. Finally, the acceptability, usability and increased 

preference to the proposed PN tool over other solutions needs to be validated through a 

robust evaluation phase by engaging members of the community. 

p p
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Figure 2. Information flow for Partner Notification service. 

5. Conclusions 

The presented PN service emphasizes the need to efficiently and securely notify sexual 

partners for a potential transmission of STIs. While the presented platform has not yet 

been pilot tested, we argue that such an approach could provide an alternative to 

traditional costly and ethically, legally and privacy-challenging PN approaches. 
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Abstract. Urban planners, architects and civil engineers are integrating Nature-

Based Solutions (NBS) to address contemporary environmental, social, health and 

economic challenges. Many studies claim that NBS are poised to improve citizens’ 
well-being in urban areas. NBS can also benefit Public Health, as they can contribute 

to optimising environmental parameters (such as urban heat island effects, floods, 

etc.), as well as to the reduction of diseases, as for example cardiovascular ones and 
the overall mortality rate. In addition, the usage of mobile health (mHealth) solutions 

has been broadly applied to support citizens’ well-being as they can offer monitoring 

of their physical and physiological status and promote a healthier lifestyle. The aim 
of this paper is to present the specifications, the design and the development of a 

mobile app for monitoring citizens’ well-being in areas where NBS have been 

applied. The users’ physical activity and vital signs are recorded by wearable 
devices and the users’ locations are recorded by the proposed mobile application. 

All collected data are transferred to the cloud platform where data management 

mechanisms aggregate data from different sources for combined analysis. The 
mobile application is currently available for Android and iOS devices and it is 

compatible with most smart devices and wearables. The “euPOLIS by BioAssist” 

application can be used as a health and other data collection tool to investigate 
citizen’s well-being improvement in areas with NBS. 

Keywords. Natural Based Solutions (NBS), Mobile Systems, Well-Being, 

Pervasive Computing 

1. Introduction 

Urban planners, architects and civil engineers are integrating Nature-Based Solutions 

(NBS) to address contemporary environmental, social, health and economic challenges 

[1-2]. NBS can be characterized as a new way for environmental management by 

applying solutions such as “green” roofs or walls to cool down urban areas during 

summer, to capture and save rain water, to reduce pollution, and to increase human well-

being while enhancing biodiversity [2]. Apart from the contribution of NBS to the 
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environment, many relative studies claim that NBS are poised to improve citizens’ well-

being in urban areas. Specifically, citizens’ stress levels have been reduced, while 

physical activity levels are increased within NBS areas. NBS can also bolster Public 

Health, by contributing to the optimisation of relevant environmental parameters (e.g., 

urban heat island effects, floods, etc.), thus reducing the risk of diseases, such as 

cardiovascular ones, and, consequently, mortality rates [3]. 

Meanwhile, the usage of mobile health (mHealth) solutions has been broadly applied 

to support people’s well-being [4-6]. mHealth applications have been used to support 

patients with cardiovascular diseases [7] with very promising results. Many studies also 

present the value of mHealth in the well-being of mental health patients [8,9]. The usage 

of mHealth technologies has been also linked to highly positive impact on public health 

[10,11]. By measuring and continuously monitoring the user’s physical activity and vital 

signs, mHealth applications can be used to collect and analyse biosignals to ensure the 

users’ good health status [12-17]. Finally, mHealth solutions can encourage a healthier 

lifestyle through coaching mechanisms that promote physical activity [18,19]. 

The aim of this paper is to present the specifications, the design and the development 

of an mHealth app for monitoring citizen well-being in areas where NBS have been 

applied in the frame of the euPOLIS project. 

2. Methods 

In order to achieve the aim of the study, requirement analysis took place, based on the 

potential user needs, as these were described by urban planners in the municipalities of 

the test areas (demo sites of the euPOLIS project) and medical experts. User 

requirements were collected through interviews from November 2020 until May 2021. 

The specifications of the mobile application for monitoring citizen well-being in areas 

where NBS are applied include location tracking, the timestamp of the visits in the areas, 

as well as recording of specific biomarkers, such as physical activity (number of steps, 

daily exercise, walking/running etc.), heartrate, SpO2, sleep quality, and stress levels. 

To collect the aforementioned data, citizens need to use a mobile phone and a 

wearable device, such as a smartwatch or a smart-band. Figure 1 (a) presents the recorded 

data flow. The user’s activity data and vital signs are recorded by the wearable devices 

and the user’s location is recorded by the mobile application. All data are transferred to 

the cloud platform, where information from different sources is aggregated for combined 

analysis. The final recorded data will be further analysed to examine the impact of the 

NBS on citizens’ well-being. 

        
Figure 1. Collected Data Flow (a) and Mobile Application Screenshot (b) 
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3. Results and Discussion 

A mobile application has been developed (Figure 1 (b)) to monitor the users’ daily 

physical activity and other variables related to citizens’ well-being in areas with NBS. 

The mobile application is currently available for Android and iOS devices and it is 

compatible with most commercially available smart devices and wearables. The 

proposed solution supports integration on the platform level, where the acquisition of 

measurements takes place via services supported by the cloud platforms of the device 

manufacturers (i.e., Apple Watch, Fitbit, Garmin, Polar, Withings, Xiaomi, Huawei, 

etc.). For data storage and data exchange, HL7-FAIR standards have been adopted to 

ensure the validity and the reliability of the system. 

Users can activate the location tracking feature any time they visit the NBS pilot 

sites and they can also respond to related questionnaires, which are available through the 

mobile application. In addition, the application offers a timeline of data related to the 

user’s physical activity and vital signs measurements. Users have access to their 

historical data through the timeline and can also apply filters and view the information if 

graph format. 

The “euPOLIS by BioAsssist” application can be used as a health and other data 

collection tool to investigate the potential improvement of citizen’s well-being in areas 

with NBS. Relative studies have used comparable approaches to monitor people’s well-

being and public health using similar mHealth applications [6,11]. The expected value 

of the proposed application is to collect reliable and accurate data to examine citizens’ 

well-being in an “easy-to-use” and relatively non-intrusive manner. 

4. Conclusions 

The aforementioned application is developed in the context of the EU-funded project 

“EuPOLIS - Integrated NBS-based Urban Planning Methodology for Enhancing the 

Health and Well-being of Citizens: the euPOLIS Approach”, aiming to deploy natural 

systems to enhance public health and well-being and create resilient urban ecosystems. 

The project’s solutions will be tested in four cities: Belgrade, Lodz, Piraeus and 

Gladsaxe. 

Future work includes the analysis of the collected data using specific indicators to 

measure the improvement of the participating in the pilot study citizens’ well-being, as 

well as the enhancement of the current mobile application with additional features for 

achieving more comprehensive and pervasive monitoring. 
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Abstract. Evaluation of Emergency Medical Services Management Information 
System (EMSIS) makes it possible to assess the extent to which the objectives of 
supporting of healthcare delivery services. This paper presents an overview of the 
regulatory process in prehospital EMS electronic data registration and provides a 
minimum data set for the purpose of developing such a care system on a national 
scale. It further offers an evaluation framework for such systems. 

Keywords. Pre-Hospital Emergency Medical Services Management Information 
System (EMSIS), operations leadership center (OLC), Key performance indicators, 
Pre-Hospital Care Report (PCR) 

1. Introduction 

Prehospital care is provided by Emergency Medical Services (EMS) organization staff, 

the initial health care providers at the disaster scene [1]. EMS personnel are often the 

first to recognize the nature of a disaster, immediately evaluate the situation, determine 

the need for resources and perform emergency medical procedures [2]. The Emergency 

Medical Services Management Information System (EMSIS) has been developed with 

the aim of improving the follow-up process, monitoring the calls for first aid procedures 

of pre-hospital emergency (phone number: 115 in Iran). In this system, the information 

of a mission is recorded from the moment of receiving a phone call and all information 

received from the caller by the call center operators (trained nurses) is added to the 

mission Electronic Medical Record (EMR) in order to meet the information needs and 

support the delivery of emergency medical services [3]. In case of the need to send a 

rescue vehicle such as a motorlance, ambulance or helicopter, this operation is performed 

by the Operations Leadership Center (OLC) and dispatch information is also registered 

in the patient's EMR. As soon as the paramedics or Emergency Medical Technicians 

(EMTs) arrive at the patient bedside, the information of the patient observations and vital 

signs are added to the mission information. If the EMT needs any advice from specialists 

present at OLC (under the supervision of National EMS organization), their diagnosis 

and prescribed item are added to the mission information. In addition, all telephone calls 

of a mission are recorded for future reference (for example, in case of legal proceedings 

or complaints) [3,4]. After transferring patient to the hospital and hospitalization, all the 

information about administration data or medical procedures performed for the patient 

in the hospital are registered in the mission EMR. To perform the whole EMS processes 

through a comprehensive information system, the existence of special capabilities and 
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key indicators is crucial [5]. Therefore, the Iranian EMS organization and the Statistics 

and Information Technology Management Center of the Ministry of Health and Medical 

Education (ITMC-MOHME) determined and developed the main indicators of a capable 

system to meet EMS requirements. Due to the vitality of providing pre-hospital services 

and direct link with human lives, the high efficiency of this system in both technical and 

functional dimensions was studied. This paper provides the definitions of a number of 

Key Performance Indicators (KPI) to assess the quality, functionality and reliability of 

such a comprehensive system. 

2. Methods 

In this project, a model for evaluation of Emergency Medical Services Management 

Information Systems (EMSIS) was developed. The model contains a number of 

indicators in two categories that evaluate in line with weight-based decision tree 

framework [6,7]. In order to identify and classify the indicators, help was enlisted from 

emergency medicine specialists and experts in EMS affairs alongside health informatics 

professionals, IT experts and other involved people [9]. Also, the collaboration of ISO 

corresponding technical committees in Health informatics (ISO/TC 215) members was 

utilized. EMSIS is divided into different parts. According to experts, the categories fall 

in two groups of Functional and Technical, each supporting some primary sub-groups. 

More than 25 separate parts with unique features were defined. After the first round of 

consulting experts, they were decreased to 10 subcategories, and then final KPIs were 

reallocated. Thus, in this model attempts were made to combine all similar features and 

define some categories to support all KPIs. The criteria identified in the framework were 

given expert ratings. In other words, they weighted to qualitative indicators were 

converted to quantitative and metric indices. Then, the system was assessed in terms of 

supporting the functional criteria. 

3. Results 

3.1  Evaluation components 

The indicators  are used for the government to guarantee the reliability, responsibility and 

accessibility of this critical information system. The system is a live operational 

information system at the level of Transaction Processing Systems (TPS), and 

uninterrupted activity is inevitable [5]. The first step constituted determining clear 

objectives for the system. For every goal, sub-groups were defined under functional or 

technical groups. The framework includes more than 160 criteria assigned to 10 

categories in two main branch of functional and technical components. The technical 

components are typically adapted with the infrastructure of software and technical 

support. The functional components are related to the operational requirements necessary 

to be registered electronically. These components are not specific to parts of the 

procedure. They may be  utilizing  in different parts of the phone-calls to discharge patient 

from EMS. For instance, vital signs that are recorded in EMT's part in a cellphone 

application will be used by physicians at medical advice department to observe the 

patient's clinical condition and prescribe medicines or a treatment course. In the technical 

aspect, the security of system has to be observed in all sub-systems. The functional 

components include the following: 

1. Telephone triage support, 

2. Electronic registration of all dispatch and mission information, 
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3. Medical Advice Unit Support, 

4. Ability to record admission unit information (pre-hospital and hospital), 

5. Support for electronic and automatic recording of clinical and non-clinical data 

by EMT or EMS workers (completion of the PCR electronic form and other 

critical data at the patient's bedside). 

The functional indicators include more than 130 items of which a few of Medical 

Advice Unit Support criteria are shown in Table 1. 

Table 1. A number of key performance indicators (KPI) for the evaluation of Medical Advice Unit Support 
(Functional type) 

Indicator(s) Weight in category 

Fields to insert the doctor's diagnosis in the form of checkbox menus or 
optional and free-text field for descriptions 

5 

Ability to automatically register and attach all conversations with the 
consulting physician to EMR 

8 

Text fields to register suspicious cases 4

 The possibility to attach a new medical record to the original record with 
the insertion of time (connection to last medical record) in case of re-
consultation for a patient and opening a new consultation form

4 

Visibility of the number of EMTs and callers in the waiting queue with 
separate alarms (mechanized, audible, colored, etc.) for the physician

8 

The technical components include the following: 

6. Security considerations (according to security certification from ICT Ministry) 

7. Technical performance 

8. Standard documentation of software 

9. System performance and efficiency 

10. Software flexibility 

Technical type encompasses more than 35 indicators of which a few standard 

documentation criteria of software category are presented in Table 2. 

Table 2. A number of key performance indicators (KPI) for evaluation of standard documentation of 
software category (Technical aspect) 

Indicator(s) Weight in category 

Standard software development document 4
A competency certificate issuance from EMS organization 4
Ability to export dynamic reports as Excel, Microsoft Word, XML, 
etc.  

3 

Software roadmap document 2
Software application document 3
Software architecture document 3
Software data model and database design document 3
Existing process models and roles document 3
Provision of educational documentation depending on user levels 3
Data dictionary document 3

3.2  Indicator weighting 

In this model, each component comprises some main subgroups and also their subsidiary 

subgroups. Functional and technical component each include 5 subsets. The functional 

and technical components have more than 130 and 35 criteria, respectively. The criteria 

were weighted according to experts' comments, and after finalization, were assessed by 

private companies developing EMSIS product based on published criteria via a self-

evaluation process. Finally, a some time is allocated to each company to present their 

product and defend its potentials and capability of their system within the context. 

Finally, based on the evaluation results, a national certificate was issued to represent 
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capability level of the software. This certificate indicates a product's quantitative ranking 

in two categories and ten subgroups. The quantitative results of the certification involve 

three levels which are shown in Table 3. 

Table 3. Status of evaluation results in sub-groups 

Status Description Score 

Optimal In this status, the system ideally meets the requirements. Above 80% 

acceptable In this status, the system satisfies minimum acceptable 

functionality and the software needs further development.

Between 60 and 80% 

Rejected This level is rejected and the technical and functional 

capabilities are not achieved.

Less than 60% 

4. Discussion 

An assessment framework is designed, implemented and would annually improve the 

criteria based on professional advice and emerging requirements. To this aim, a 

committee consisting of all relevant experts was formed. In this process, sponsored by 

the National EMS organization, ITMC-MOHME, Computer Union Organization (Non-

Governmental) and Supreme Council of Cyberspace (under presidential supervision), 

attempts were made to improve the capabilities of EMSIS based on national and 

international standards. This paper seeks to serve the function of evaluating and 

achieving more efficient systems, effective KPIs in service delivery (aspects evaluation) 

and developing evaluation methods for such systems. Moreover, the first purpose of this 

work was improving the quality of EMS services in response time, acceptability, 

continuity/sustainability, patient safety, clinical effectiveness and welfare for citizens. In 

this regard, a set of criteria and indicators have been published, according to which 

relevant software is assessed, and certificates are issued for each product in ten 

classifications. 
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Abstract. In December 2019, Wuhan, China, reported an outbreak of nSARS-

CoV2 that caused viral pneumonia, COVID-19. Li Wenliang, a Chinese 

ophthalmologist, first communicated on Chinese social media about the existence 
and spread of the unknown viral pneumonia in Wuhan, China.  By the end of 

March 2020, the virus had spread worldwide. However, non-scientific information 

related to the viral outbreak, disease, and mortality spread even faster on social 
media. This study performed literature searches among different databases, i.e., 

PubMed, PubMed Central, and Web of Science, to understand the pitfall of social 

media during the COVID-19 pandemic and the impact of non-scientific 
information on public health. Social media not only shared information regarding 

the outbreak of nSARS-CoV2 and COVID-19 disease but also misinformation 

regarding epidemiology, government policies, prevention, cure, and vaccination. 
Thus, strict regulation is required to control the spread of misleading information. 

Keywords. COVID-19, nSARS-CoV2, social media, pitfalls, and falsification 

1. Introduction 

The outbreak of beta coronavirus in Wuhan, China, in December 2019, resulted in a 

global pandemic named COVID-19, affecting more than 150 million people with more 

than 3 million deaths so far and the world is still fighting to find a cure. COVID-19 

vaccines received mixed responses resulting in vaccine hesitancy with social media 

playing a critical role in spreading information (generally fabricated) towards safety 

and efficacy. 

Last year, several regions reported multiple waves of infection, and India being the 

worst hit. Platforms such as Facebook, YouTube, WhatsApp, Instagram, and Twitter, 

are the most widely used, and never before in human history, the sharing of 

information was so easily possible [1]. However, these social media platforms have 

shown a dual effect on human life. On the one hand, they have spread awareness and 

shared correct information, enabling many populations to adopt recommended 

precautions against the current infection pandemic [2]. On the other hand, there is the 

dark side of social media as well, and in the present pandemic, it has created a panic 

situation in every aspect of COVID-19 related to cause, spread, treatment, and vaccine. 

It is essential to understand that more than 3 billion social media users worldwide 

remain active in sharing information, particularly non-scientific knowledge [3]. In India 
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alone, nearly 375 million social media users represent a mass population who indulge 

in sharing information. More than 75% of social media users in India and the rest of the 

world rely on information shared on WhatsApp and other social media platforms [4]. 

This review focuses on the effects of social media on sharing information on nSARS-

CoV2 spread and COVID-19. It also highlights how false, fabricated, and manipulated 

information shared on different social media platforms affected lives during the 

pandemic. 

2. Methodology 

To address the pitfall of social media during the COVID-19 pandemic, various 

databases such as PubMed, PubMed Central, Web of Science, and Scientific blogs 

were searched for studies reporting a negative role of social media in the present 

COVID-19 pandemic. Different keywords such as “Pitfall”, “Impact of Social Media”, 

“Pros and Cons of Social Media”, and “Scientific relevance of Social Media’, in 

context with COVID-19 pandemic, were used. We selected articles associated with 

information on COVID-19 and social media as sharing platforms in each search. These 

articles were examined for social media issues on the COVID-19 pandemic and how it 

affected human lives. 

3. Results 

We found that 18 most relevant articles highlighted the negative impact of social media 

in sharing rumors on the cause/source of infection, disease, etiology and symptoms, 

preventive measures (restrictions and lockdown), guidelines for appropriate covid 

behavior, treatment, and vaccination. 

3.1.  Social Media versus the nSARS-CoV2 spread, restrictions, and containment 

In early 2020, most of the countries across the globe were in a strict lockdown to 

contain the spread of the virus. In many instances, social media platforms were 

reported with misleading information and manipulated content. Brennen et al. 

demonstrated social media as a potential enemy in the current pandemic by sharing 

information via different types, sources, and claims of misinformation in COVID-19 

[5]. It is evident that information on the global internet travel even faster than a virus 

and affects millions of individuals mentally, creating a panic situation. In fact, in 2020, 

The Lancet published an editorial “COVID- 19; fighting panic with information” [6]. 

The regulations associated with social media for sharing information are fragile, and in 

most cases, users do not abide by such regulations. The repeated and bulk amount of 

misleading/manipulated information creates a devastating consequence in the public 

domain, as seen in the current COVID- 19 pandemic [2]. The low low-quality research 

work often promoted via these social media platforms becomes an example of self-

validation of shared information [7]. 
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3.2.  Social media versus COVID-19 management 

The most challenging aspect of the current pandemic is the lack of treatment and an 

authentic source of information. In such a panic situation, a large percentage of the 

population relies on self-medication and seeks information on the internet. Gottlieb and 

Dyer demonstrated that more than 1.5 million Twitter users targeted malicious and 

manipulative behavior to the large population seeking self-medication in the COVID-

19 pandemic [7]. Malik et al. reported that social media offered non-authenticated 

remedies for self-medication during COVID-19 [8]. Various social media pages are 

filled with overwhelming information (non-authenticated scientifically) on herbal and 

traditional medicine [9]. More than benefits, these remedies remain associated with 

negative, harmful health impacts. Devastating consequences are reported in many 

developing countries, such as India, where a prescription is not mandatory to buy 

several therapeutics such as chloroquine and hydroxychloroquine [10]. The use of 

alternative medicine to cure disease is known since ancient times, and during COVID-

19, various herbs are being used on a large scale. Here, social media platforms are the 

promoter for such uses. In addition, the lack of medicine and treatment has caused a 

large percentage of the population to find an appropriate treatment remedy not only in 

India but also in the rest of the world as well [11]. Several life-saving therapeutics in 

the case of COVID-19 are not available adequately; however, social media provides 

details of suppliers and sellers who are extremely unethical. There are reports that 

Remdesivir, a potential therapeutic for chronic COVID-19, is available for sale without 

prescription [12]. As we are in the middle of the pandemic, the details of life support 

devices such as oxygen cylinders and ventilators are readily available on social media 

[1]. However, in most of these social media reports, the information is either false or 

manipulated [13]. Additionally, there is a growing debate on the safety and efficacy of 

vaccines across the globe among the scientific community. There is even a new trend in 

social media that debates whether to take vaccines or not without any scientific basis 

[14]. 

4. Discussion and Conclusions 

COVID-19 is the second most and worst pandemic in human history after the Spanish 

Flu in 1919. This pandemic is not over yet and is still affecting millions of lives daily 

[15,16]. The lack of therapeutics, life support care, and facilities has forced people to 

opt for alternative approaches to fight against the disease [17]. Here, social media 

becomes a key ally but largely an enemy as it offers non-scientific information about 

the diagnosis, precautions, and treatments of COVID-19 [18]. COVID-19 is not only a 

pandemic but also represents an unprecedented setting for the spread of 

misleading/manipulated information [19]. Though the first report on COVID-19 was 

shared on social media (Chinese social media), the role of social media has since then 

changed completely [15]. Different social media pages such as Facebook, YouTube, 

WhatsApp, Instagram, and Twitter share overwhelming information on COVID-19. 

In most cases, such information is non-scientific and misleading, affecting the 

mental and physical health of many populations [20]. Social media is a vital tool for 

sharing information across the globe, but in the case of COVID-19, a large percentage 

of such information remains misleading and manipulated [21]. Most social media 

platforms have regulations related to information sharing, but these regulations are 
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fragile, and users find an opportunity to violate such regulations. Therefore, there is an 

urgent need to find a measure to control the spread of misleading/manipulated 

information to help us fight against COVID-19. 
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Abstract. Pediatric oncology interventions involve many challenges, such as 
multiple hospitalizations, invasive procedures, and adverse physical and 

psychological treatment side effects. Treatment burden, including administration 

of general anesthesia, contributes to high levels of psychological distress among 
pediatric patients and their families. Virtual reality (VR) is a distraction method, 

which offers an extremely realistic and interactive virtual environment and helps 

reduce pain and distress by means of a head-mounted display and headphones. VR 
is based on two crucial dimensions: immersion and presence, which results in the 

complete suspension of disbelief that the experience is artificial and allows a 

greater degree of presence and reaction to the stimulations. The VR technology has 
become a common practice in scientific and clinical research due to its 

affordability and ease of use. In pediatric settings, the most widely researched 

clinical application of VR has focused on the effectiveness of VR distraction 
therapy in the attenuation of acute pain, anxiety, and distress during invasive 

medical procedures. It has also been hypothesized to be a nonpharmacological 

form of analgesia that positively influences the body’s intricate pain modulation 
system during painful medical procedures. In this review, we showed the potential 

benefits of VR technology during radiotherapy and intrathecal procedures on 

pediatric oncology patients and its involvement in enhancing their quality of life 
during and after the treatment. Therefore, a collaboration between researchers, 

clinicians, and programmers is crucial for the inclusion of VR technology in more 

clinical procedures, which would consequently enhance the patient’s quality of life. 

Keywords. Virtual Reality, Healthcare, Challenges, Oncology, Pediatrics 

1. Introduction 

Pediatric oncology patients face tremendous challenges during the treatment process 

since most of the procedures require the administration of general anesthesia (GA), 

either to reduce anxiety during radiotherapy sessions or for pain management during 

intrathecal chemotherapy procedures. General anesthesia exerts a tremendous burden 

on patients as well as the healthcare system. The various side effects of GA include 

nausea and vomiting, sore throat, dental injury, and confusion. Moreover, it can cause 

serious complications, such as allergic reactions, respiratory compromise, and death [1]. 
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In addition to the complications, another challenge of delivering radiotherapy to 

pediatric patients is the recovery process after GA. The recovery process includes three 

phases: immediate recovery, intermediate recovery, and long-term recovery, which 

depends on many factors, such as the type of anesthesia, drug factors, and patient 

characteristics. The recovery should occur within 60-90 min after GA, which is a 

considerable amount of time for pediatric patients [2]. Furthermore, there is a need for 

a larger team comprising anesthesiologists, physicians, nurses, and technicians. 

Problems are also encountered during anesthesia scheduling owing to the large number 

of patients and paucity of time. Each patient requires multiple sessions, like five days a 

week. Therefore, there is a need for targeted, effective interventions that will support 

pediatric patients in regaining or maintaining their emotional wellbeing and quality of 

life. 

Virtual reality (VR) is an emerging therapeutic tool that engages individuals in a 

made-up artificial environment by means of a head-mounted display and headphones. 

The head-mounted display helmet obscures the user’s entire real-life visual field and 

replaces it with a virtual world of visual stimulation, while the headphones replace 

external auditory sounds with virtual-environment sounds [3]. The factors that 

contribute to the VR experience are immersion and presence. Immersion considers the 

action and movement in the virtual space, while presence reflects the involvement of 

perception in that space. Together, they allow the individual to suspend any disbelief 

that the experience is artificial [4]. Recently, VR has been used in some areas of 

clinical practice. The reports from multiple studies conducted in the field of pain 

management and palliative care are promising [5]. Moreover, VR effectively distracts 

the patients undergoing wound debridement and reduces pain intensity [6]. VR 

distraction has also been shown to reduce preoperative anxiety and improve pediatric 

intra-operative compliance [1]. Although VR was found to significantly reduce pain 

and distress scores, the effect on anxiety, depression and fear was not significantly 

attained in pediatric cancer patients [7]. The use of such a technology may decrease the 

burden of using general anesthesia on patients during medical procedures. 

The aim of this review was to determine the potential benefits of VR technology 

while delivering radiotherapy or intrathecal chemotherapy to pediatric patients. We 

assessed the delivery time, side effects, and patients’ acceptance and satisfaction, which 

will ultimately enhance their quality of life. 

2. Methodology 

Articles related to VR technology were retrieved from and PubMed databases as well 

as from Google Scholar. The search strategy included the following MeSH terms 

("Virtual Reality"[Mesh]) AND "Quality of Life"[Mesh]), ("Neoplasms"[Mesh] AND 

"Virtual Reality"[Mesh]). Furthermore, keywords, such as “virtual reality”, 

“healthcare”, “oncology”, “pediatrics”, and “challenges”. All articles with these 

keywords in their title or abstract were screened, with the focus on the limitations and 

challenges of using VR in medicine. References were hand-searched to identify 

additional studies not covered by the literature search. Relevant information from each 

article was extracted, analyzed, and included in the review. 
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3. Results 

Numerous relevant articles on the challenges around the use of VR in medicine were 

retrieved. In this review, we summarize our findings on VR under two themes: VR as a 

distraction method and VR in pain management. 

3.1.  Virtual Reality as a Distraction method 

Patients typically interacted with different distraction scenarios based on gender and 

patient age. Distraction methods can be either a game-based software like “Snow 

World” [2] or an observation-based environment for the user to be relaxed like “Beach 

or Quit Jungle”. The intent of distracting the patient is to have an illusion of going into 

a different environmental dimension and explore it while they are in their safe zone 

“next to their parents”. The most successful method of using VR relies on the complete 

suspension of disbelief of being in an artificial/virtual environment so as to achieve a 

greater degree of presence and reaction to the stimulations. Prior to the initiation of the 

radiotherapy session, the patients are allowed some time with the VR headsets to adapt 

to the virtual environment while being in their safe zone environment, which helps in 

reducing their anxiety level. In general, the critical part is to convince the patients, 

especially pediatric patients, to wear the goggles before starting the radiotherapy 

session and then transfer them back to their safe zone without gaining the feeling that 

they actually went anywhere. 

3.2.  Virtual Reality for Pain-related Movement Patterns 

Pediatric patients typically experience increased pain while moving the injured body 

part, which makes pain management incredibly challenging. The pediatric patients have 

difficulty accepting treatments like intrathecal chemotherapy procedure [8]. VR has the 

potential to eliminate that fear by distracting the patient from the pain. Intrathecal 

chemotherapy is a procedure where the physician will inject a drug into the spinal canal 

so that it directly reaches the cerebrospinal fluid [8]. Typically, the patients require 

multiple sessions of drug administration, for example, 3 times a month. Currently, 60% 

of the sessions include general anesthesia for patients under 10 years of age, which 

brings about behavioral changes and is generally not accepted by the patients. The 

inclusion of the VR technique, considered as an entertainment method, will generate 

trust and eliminate the fear and pain associated with intrathecal chemotherapy 

procedure. VR can also be used to modulate behavioral responses during the treatment 

process. For instance, during the process of locating the spinal canal to inject the drug, 

the physician will ask the patient to look at the long tree in the artificial environment 

and to take a deep breath to smell the fresh air. Thus, VR will help the physician in 

injecting the drug without any difficulties or movement from the patient. In addition, 

such a procedure will be beneficial for medical institutes in reducing the cost and time 

associated with the management of a general anesthesia team and for the patients in 

enhancing their quality of life [10]. 
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4. Discussion and Conclusions 

VR has been applied to different fields, such as dental procedures to increase patient 

trust, physical therapy to enhance patient recovery, and psychology to enhance the 

psychological behavior of the patient [11]. However, the medical procedures where VR 

has proven to be the most effective are radiotherapy and intrathecal procedures. In each 

case, numerous studies have shown the effectiveness of VR, either as a distraction 

method or pain management, in enhancing the quality of life of the patient during 

treatment process. In addition, many studies evaluating the advantages and 

disadvantages of using VR technologies in pediatric assessments and interventions 

have demonstrated them to be safe, repeatable, and diversifiable interventions that can 

be of immense help to healthcare providers. Moreover, VR reduces the anxiety level as 

well as the experience of aversive stimuli in children. Research on VR interventions for 

pain and anxiety level holds considerable promise in the medical field. A collaboration 

between researchers, clinicians, and programmers is crucial for the inclusion of VR 

technology in more clinical procedures, which would consequently enhance the 

patient’s quality of life. 
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Abstract. This scoping review aims to identify the causes and consequences of 

physician burnout resulting from using Electronic Health Records (EHRs), as 

reported by current literature. We identified studies by searching PubMed, Wiley 
Online Library, and Google Scholar. Study selection and data extraction were 

conducted by three reviewers independently. Extracted data was then synthesized 

narratively. Out of 500 references retrieved, 30 studies met all eligibility criteria. 
We identified six main causes that lead to physician burnout related to the use of 

EHRs: EHRs' documentation and related tasks, EHRs' poor design, workload, 

overtime work, inbox alerts, and alert fatigue. We also identified the following 
consequences of physician burnout: low-quality care, behavioral issues, mental 

health complications, substance abuse, career dissatisfaction, costly turnover, and a 

decline in patient safety and satisfaction. 

Keywords. Physicians, Electronic Health Records, Electronic Medical Records, 

burnout. 

1. Introduction 

The Electronic Health Record (EHR) is an advanced version of paper-based health 

records wherein a patient’s information is collected and stored digitally [1]. EHRs are an 

essential component in the e-health domain, and the demand for interaction with 

electronic systems is increasing. Although using EHRs is associated with many 

advantages, they have now been identified to be one of the main reasons for physician 

burnout [2]. Burnout, which often occurs when physicians are faced with long-term stress, 

may cause depersonalization, emotional exhaustion, and the absence of a sense of self-

achievement [3]. The impact of EHRs on physician burnout is an important topic, as it 

affects many physicians. This phenomenon and subsequently may endanger both their 

lives as well as the lives of the patients they are treating. Many studies examined how 

EHRs lead to physician burnout, but only a few reviews thoroughly covered all aspects 

of this topic. Specifically, the existing reviews mainly focused on physician burnout in 

general or gave an overview of the negative aspects of EHRs. Thus, the objective of this 

scoping review is to identify the causes and consequences of physician burnout as a result 

of using EHRs as reported by the current literature. 
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2. Methods 

This scoping review was conducted in line with the Joanna Briggs Institute guidelines. 

We searched three different databases: PubMed, Wiley Online Library, and Google 

Scholar. The study selection process consisted of three steps: removing the duplicates in 

the 500 retrieved studies, screening titles and abstracts of the studies, and reading the full 

text of the remaining studies (Appendix 1). We then extracted data into an Excel sheet, 

which was synthesized using a narrative approach. Then, all included papers were 

summarized into simplified text and tables. 

3. Results 

A total of 30 studies were included out of the 500 retrieved studies. The included studies 

reported six main causes of how EHRs lead to physician burnout. These causes were 

EHRs' documentation and related tasks, EHRs' poor design, workload, work overtime, 

inbox alerts, and alert fatigue. Eight studies addressed burnout factors stemming from 

indirect patient care tasks such as documentation, note-taking, and electronic 

communication in EHRs [4-11]. Nine studies found that EHRs' difficult use and poor 

design were associated with physician stress and burnout [6,12-19], where EHRs with a 

high number of functions are likely to have more stress on them than those with fewer 

functions [19]. Fourteen studies discussed how the increase in workload in EHRs 

increased burnout [4,10,15,18-28]. Four studies examined how physicians felt burned 

out due to the workload that results from using EHRs, which led to working overtime 

during evenings and weekends at home [8,13,25,29]. Six studies explored how inbox 

alerts from EHRs, including medication refills and test results, caused alert fatigue and 

eventual physician burnout [4,5,23,24,29,30]. 

Nine studies discussed the consequences of EHR burnout; namely, that physicians 

could not provide quality care, which ultimately results in global degradation of the 

quality of care [4,5,13,19,20,25,31-33]. Burnout affects physicians’ behavior [31], 

including that some burned-out physicians may behave unprofessionally towards their 

colleagues [11,28]. Additionally, burnout affects the health of the physician 

[31].Physicians experiencing burnout are more likely to have mental problems, including 

depression, which can lead to suicide [25,28,33]. They are also more prone to substance 

abuse disorders [11,32]. A physician’s burnout also affects patients’ safety and 

satisfaction [31]. Patients treated by burned-out physicians were dissatisfied with their 

care, as they experience medical errors and unneeded assessments [11,28,30,31,33]. In 

general, burned-out physicians are not satisfied with their careers [31]. Lastly, burnout 

leads to costly turnover if the physician decides to leave as it is costly to replace them 

[11,30]. 

4. Discussion 

This scoping review summarizes the studies that focus on physician burnout related to 

EHRs, as well as the causes and consequences of burnout. Two reviews discussed how 

the United States’ physicians now spend more time on their computers than they do 

interacting with their patients [16,32,33]. Our findings align with previous reviews, 

which discuss that physicians are now communicating through portals about their 
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patients' concerns. They describe this as “doctoring while typing” clinical workflow, 

which leads to an overload of information and extra time spent on documentation; all 

worsening the physician’s satisfaction [33-36]. Another similar review also found that 

physicians suffering from alert fatigue and must ignore reminders that pop-up on their 

screen to combat this [37]. 

5. Conclusion  

The paper’s cited reviews have found that EHRs are the leading cause of physician 

burnout. Many causes lead to physicians who use EHRs feeling burnt out, including as 

the necessary documentation and related tasks, poor design of EHRs, extra workload and 

working overtime, constant inbox alerts, and alert fatigue. There were also consequences 

to burnout such as low-quality care, physician dissatisfaction, turnover, mental health 

issues, increased substance abuse, behavioral problems, and patient dissatisfaction. We 

recommend researchers conduct this research to increase efforts in finding ways to 

relieve physician burnout. We advise them to identify the causes and consequences of 

burnout resulting from using EHRs by other health providers such as nurses, pharmacists, 

and technicians. Appendix files are available at Github: 

https://github.com/rmuhiyaddin/Appendix...git. 
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Abstract. The German Corona Consensus (GECCO) established a uniform dataset 

in FHIR format for exchanging and sharing interoperable COVID-19 patient 
specific data between health information systems (HIS) for universities. For 

sharing the COVID-19 information with other locations that use openEHR, the 

data are to be converted in FHIR format. In this paper, we introduce our solution 
through a web-tool named “openEHR-to-FHIR” that converts compositions from 

an openEHR repository and stores in their respective GECCO FHIR profiles. The 

tool provides a REST web service for ad hoc conversion of openEHR 
compositions to FHIR profiles.    

Keywords. GECCO: German Corona Consensus Data Set, openEHR, FHIR, 

COVID-19, interoperability 

1. Introduction 

In Hannover Medical School, the GECCO dataset is stored in the openEHR format, 

which is modeled based on the GECCO FHIR profile [1, 2]. To exchange the data, it 

has to be converted to the FHIR R4 format. 

In this paper, we introduce our solution through a tool named “openEHR-to-FHIR” 

for converting and sharing the COVID-19 patient information. 
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2. Methods 

The data model is based on two main compositions from the openEHR Clinical 

Knowledge Manager templates [3, 4]. 

Each GECCO composition is mapped with a Java class that contains the JSON 

code equivalent to an FHIR resource based on the GECCO – Implementation Guide 

[5]. 

Through the application of regular expressions, each element in FHIR is matched 

with the corresponding element in composition flat format [6] of the openEHR. 

3. Results 

From a total of 4 compositions, data for a total of 30 compositions are selected and 

separated. The GECCO openEHR compositions are then converted to 66 datasets to 

match the definition in FHIR R4 format and stored on HAPI FHIR server.  

The converted dataset is shared through the HiGHmed Data Sharing Framework 

for exchanging COVID-19 specific information between university hospitals in 

Germany [7]. 

4. Discussion 

Our approach provides a solution for converting compositions from an openEHR 

repository to FHIR format directly. The manual mapping for generating FHIR format 

datasets helps to easily modify and update changes on the data structure.  

This approach can be used for converting any openEHR data to FHIR data. The 

source code for openEHR-to-FHIR is available at https:// 

gitlab.plri.de/NektariosLadas/openehr-to-fhir.  
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Abstract. EHRs are crucial for the provision of high-quality healthcare. However, 

their adoption and utilization are influenced by several factors, including users’ 
perceptions. This study evaluated the perceptions of Saudi healthcare professionals 

towards the adoption of EHRs in primary care. All healthcare professionals working 

in primary care centers in Riyadh city were surveyed, resulting in a 65.9% response 
rate. Overall, the respondents had a positive perception of EHRs, as demonstrated 

by high agreement levels across all benefits and low with obstacles. There was also 

a positive relationship between perceived benefits and satisfaction with EHRs but 
negative with obstacles to adoption.

Keywords. electronic health records, healthcare professionals, perceptions

1. Introduction

Electronic health records (EHRs) provide several benefits that improve the quality of 

health care service provision [1]. These may include improving communication between 

healthcare providers and patients, clinical data documentation, and access to patient 

records [2, 3]. However, concerns with the system’s limitations, including but not limited 

to increased risk of medical errors, complexity in use, and increased workload, also 

persist [4]. Users’ perceptions of these factors can influence the acceptance, adoption,

and use of EHRs [5, 6]. This study evaluates perceptions of healthcare professionals 

towards the adoption of EHRs in primary care in order to inform adoption in such settings.

2. Methods

All (1,710) healthcare professionals working in primary care centers in Riyadh city, 

Saudi Arabia, were surveyed to explore their perceptions regarding benefits and 

obstacles to adopting EHRs, as well as satisfaction with the systems. A 33-item survey 

tool adopted from a Turkish study [7] and validated for the Saudi context [8] was 

deployed online using REDCap to collect data between 11/30/2017 and 01/30/2018.

Prior consent was obtained, and all the responses were anonymous.

1 Corresponding Author, Bander Dowahi Alanazi, College of Health Science, University of Tasmania, 

Launceston, Australia; E-mail: bander12@hotmail.com.

Informatics and Technology in Clinical Care and Public Health
J. Mantas et al. (Eds.)
© 2022 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI210964

487



3. Results

A total of 1127 participants (65.9%) completed the survey. The perceptions varied across 

the items for benefits, obstacles, and satisfaction with EHRs in primary care. The 

agreement with benefit statements ranged between 63.5% for an EHR ‘reduces medical 

errors’ and 77.1% for an EHR ‘decreases paper-based documentation’ [8]. Similarly, the 

agreement levels for satisfaction items were also high (65.8% to 78.8%). Conversely, the 

obstacle statements had low agreement levels except for an EHR system ‘needs frequent 

revisions due to technological developments’, with a 45.3% agreement. In addition, there 

was a strong positive association with perceived benefits (canonical correlation 

coefficient, r = 0.91) and medium association with perceived obstacles (r = 0.45).

4. Discussion

The results show that primary healthcare professionals in Saudi Arabia generally have a

positive perception of EHRs, which is consistent with previous studies [9, 10]. The 

positive perceptions could be related to the benefits of EHRs, as demonstrated by the 

results of a positive association between perceptions of benefits and satisfaction with 

EHRs. These findings suggest that primary care professionals in Saudi Arabia are more 

likely to adopt EHRs mainly due to their perceived usefulness as opposed to perceived 

obstacles. However, technological challenges could remain a common barrier to 

adopting EHRs and must be adequately addressed to improve perception and adoption.
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Abstract. This study analyzes samples of intestinal microbiome and metabolites, 
from healthy individuals (HE) and patients with adenomas (AD) or colorectal 
carcinomas (CRC). A network analysis (NetAn) method was applied to the data, to 
identify the metabolites and microbial genera associated with the 3 classes and then 
7 classification models were used. The models were initially trained with classic 
feature selection vs features resulting from NetAn. The distinction of HE and AD is 
successful, while CRC distinction presented lower success. 

Keywords. Machine learning, network analysis, metabolomics, microbiome 

1. Introduction 

The primary aim of this study is to examine the correlations of specific metabolites and 

microbes with the occurrence of cancer via NetAn methods, so as to select informative 

features for a predictive model. Consequently, predictive models are explored using 

machine learning methods. The results obtained with a classic feature selection method 

are compared with the features selected by the NetAn method. 

2. Methodology 

The analysis of microbiome (MI) and metabolomic (ME) data in the present work is 

based on the study carried out by Kim et al. [1], which included 102 HE samples, 102 

AD samples and 36 CRC samples, normalized and openly available. ME samples include 

data for 462 metabolites and MI samples include data for 70 genera. NetAn was 

performed with the R package  NetCoMi [2], employing  Pearson correlation after 

normalization and zero-handling. NetAn was applied to each of the 3 classes separately, 

and then network comparisons of the classes took place. Based on this process, 30 

features were selected for MI and 65 for ME data. The machine learning methodology 

used for prediction is based on the work of Topçuoğlu et al. [3]. The open-source script 
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was adjusted as needed and 7 multi-class classification models were applied to the 2 

datasets (MI/ME). Initially, the 7 models were applied to the complete dataset and 

permutation analysis was used for feature selection. In a second iteration, the 7 models 

were applied to the features selected via NetAn, and in a third iteration they were applied 

to the subset produced with permutation analysis. All methods were compared to 

determine whether the feature selection with NetAn produced better prediction results. 

3. Results 

The comparisons indicated that by a large majority, the models produced better results 

in the analysis of the subsets compared to the complete set of features. The distinction of 

HE and AD is successful (average values MI: HE~77%, AD~78% and ME: HE~80%, 

AD~81%), but the distinction of CRC presented lower success regardless of the model 

used, the dataset or the subset applied. In both the MI and ME datasets, the prediction 

using features from NetAn showed better results in distinguishing HE from AD or CRC. 

 

Figure 1. AUC values of the 7 models for the ME subset with the 30 features from NetAn. 

4. Conclusions 

The results show that the fewer samples of the carcinoma class had a strong negative 

effect on the performance of the models. For a set of samples where the number of 

samples will be equal to the other classes, we consider that the features selected with 

NetAn may lead to better predictions than a classic feature selection method. 
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Abstract. Health and health systems are not excluded from the influence of 

digitalization. In Montenegro, regarding the digitization process, when compared to 

other sectors, the health sector is lagging. In this poster presentation, we present an 
ambitious Erasmus+ DigN€ST project aimed on modernization of digitalization of 

healthcare system in Montenegro, as one of priority fields at national level.

Keywords. digitization of healthcare, eHealth, national level

1. Introduction

The strategic vision of development of Montenegro (MNE) is focused on increasing the 

economy's competitiveness. Montenegro is the only country in the Western Balkans that 

has adopted a Smart Specialisation Strategy. Amongst four priority areas that have been 

defined (energy and sustainable environment, sustainable agriculture and food value 

chain, sustainable and health tourism) ICT is a horizontal sector as it provides business 

and technological support to other priority sectors [1]. The aging of population, the rising 

burden of noncommunicable diseases, the influence of vested interests on behavioral risk 

factors and the sustainability of national health service are main problems in healthcare 

systems worldwide. Potentials of digital technologies should be used in the process of 

overcoming these problems [2].
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2. Methods

Erasmus+ project Digital Entrepreneurial Nest and Industry 4.0 in Montenegro 

(DigN€st) (https://dignest.me/) aims to modernize higher education institutions (HEIs) 

in terms of industry digitization. With the complexity of such a process in mind, as well 

as current standards and best practices at the EU level, and clearly identified priorities 

and initiatives at the national level, we decided to take a step-by-step approach of 

‘learning from others' (via peer review processes), ‘making adopted to own HE system 

and S3 Strategy' (via review and benchmarking), and final implementation and 

evaluation. All these steps are planned to be implemented in 3 dimensions by several

coherent actions: (i) establishment of formal links between HEIs and business/industry 

at national level in MNE with strong connections to EU leaders in digitization; (ii)

modernization of HEIs by development of practical training schemes; (ii) raising 

awareness, promotion of digitization process and digitized technologies. The proposed 

methodology is clearly rooted in the Digitising European Industry (DEI) Initiative (2016)

[3], which identifies the establishment of Digital Innovation Hubs (DIHs) as a critical 

component for its implementation, with clear recommendations within DEI Working 

Group 1 - DIHs: Mainstreaming Digital Innovation Across All Sectors (in June 2017) 

identifying priority actions required to move the initiative forward.

3. Results

The main outcome of the proposed approach is a newly established MNE ACADEMIC 

DIH with an innovative topology and structure: it has two first layer nodes: the Digital 

Entrepreneurial Nest at the University of Donja Gorica and the Digital Support Centre at 

the University of Montenegro. Both HEIs implement a set of services titled Digital 

Business Support, while the following two sets of services are shared by both HEIs: 

Digital Education, as well as Innovation and Collaboration. Strong collaboration with 

relevant healthcare system institutions will maximize the use of existing capacities and 

resources at HEIs. This will lead to the development of high-level digital solutions that 

will improve the quality of the MNE health system.

4. Discussion

The services available through MNE ACADEMIC DIH will enable healthcare system to 

access the latest knowledge, expertise and technology for testing and experimenting with 

digital innovations relevant to its products, processes and services. Key characteristics 

of this model are the following: maximisation of available resources, cooperation 

between key stakeholders at national level, sustainable support to innovations and use of 

best practices and relevant experience at global level, from both academia and health 

industry. The model will be implemented and evaluated during funding period2021-2024.
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Abstract. Although smartphone-based notifications offer a promising tool to 

support patient engagement and data collection via mobile health apps, attention 

must be given to the burden caused by frequent notifications and notification timing. 
This study presents a personalized mobile notification scheme, designed and 

developed to optimize reachability, and thus data collection from patients. Engineers, 

psychologists, oncologists, and patients were involved in various stages of a co-
design approach and the presented implementation is currently used in the context 

of a clinical study.

Keywords. mHealth, palliative care, notification fatigue, eHealth, cancer

1. Introduction

Smartphone notifications are typically used to remind tasks and raise data collection 

prompts to end-users/patients. Considering the fact that users can receive in excess of 50 

notifications per day from a variety of apps, and that different message formats (i.e. email, 

SMS, “push” notifications etc.) may have adverse effects on desired behavior compared 

to the use of just one message type, it is evident that notification delivery should be 

carefully designed [1] to reduce burden, a.k.a. notification fatigue. This becomes more 

clear considering the extensive research indicating that apps may be quickly discarded if 

notifications are perceived to be irritating or intrusive [2].

In this paper, we present a mobile notification scheme that was conceptualized, 

designed, and deployed as part of a mobile app used in the context of the MyPal 

project’s2 adult study [3] and is used to prompt patient input along the paradigm of 

electronic Patient Reported Outcomes (ePROs) for palliative care [4] and the delivery of 

personalized motivational messages.
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2. Methods & Results

In order to align ePRO notifications timing with the clinical routine of patients and 

reduce “notification fatigue”, a participatory design approach was applied, organized in 

3 distinct design phases: (a) a panel discussion and focus group session with stakeholders 

(healthcare professionals, patients) during which the notification scheme requirements 

were identified, (b) the initial design phase (2 engineers and a psychologist), where it 

was decided to merge each day’s notifications (ePRO prompts, motivational messages) 

as one notification and the frequency of the notifications was defined as 4-5 per week, 

and (c) the definition of the in-day timeslots for the notifications to be presented. 

Considering the specific disposition of cancer patients during or after treatments, in order 

to define the in-day slots, oncologists were actively involved to identify patient 

communication patterns: interviews were performed, with chronic lymphocytic leukemia 

(CLL) and a myelodysplastic syndrome (MDS) oncologists to initially document the 

clinical routine of patients and these findings were confirmed via a survey by 6 

independent physicians. The survey responses served in the design of a set of priority 

rules for presenting a notification in a day. To this end, a day was represented by a 24-

size matrix (24 hours in a day) depicting the users’ “quiet hours” (default 23:00-7:00) 

and “preferred notification time” (user-entered), also aligned with the patient’s 

appointment and treatment schedule. The app calculates the optimum slot based on a 

decision tree defined by oncologists which was later also validated by patient advocates.

3. Conclusions

Currently, the presented notification scheme is operating as part of the MyPal adult study 

and is currently being evaluated in the context of the MyPal clinical trials.
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Abstract. In this study, we developed an authentication rangefinder (AR) system

for hospital information system (HIS) terminals to support the user authentication 

workflows. The logoff process of the AR system is triggered if no object is placed 
at least 90 cm in front of the HIS terminal laptop for ��� �. We conducted an 

anonymous survey of medical staff who used the AR system. 33/42(78%) 

respondents acknowledged an improvement in the logoff process. This study 
indicates that the AR system improves the user authentication workflow.

Keywords. Authentication system, hospital information system, medical staff

1. Introduction

Medical staff assigned to wards frequently log in and log off from hospital information 

system (HIS) terminals as they alternate between treating patients and referring to 

recording in patients’ electronic medical records [1-3]. We surveyed the average number 

of logins per day made by doctors and nurses at Tottori University Hospital and found 

that doctors and nurses logged in 22 and 41 times, respectively. If the authentication 

process takes a long time, operational efficiency can be significantly reduced. If staff do 

not log out of terminals to save the time and effort of the HIS authentication process, not 

only is there an increased risk of data breaches resulting from shoulder surfing by third 

party applications and unauthorized logins but the operational efficiency of HIS 

terminals will also decrease. Therefore, simplifying login and logoff for HIS terminals 

is very important for the staff of medical institutions that have implemented HIS to 

improve workflow efficiency [4]. This study was aimed at developing an authentication 

rangefinder system (AR system) for to achieve an efficient HIS-terminal authentication 

workflow required by medical staff, and it was evaluated using a user survey.
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2. Method

We describe a method for authorizing login and logoff of HIS terminals by using an AR 

system. Login authentication using the AR system identifies users according to two 

elements: the BLE staff card worn by the user and a vein biometric authentication device. 

BLE staff authentication is equipped with a function that transmits a beacon signal to the 

staff ID cards, by which the Bluetooth functionality of the HIS terminal detects that a 

user is in the vicinity of a PC. The laser rangefinder module was detected when the 

medical staff are at least 90 cm away from the HIS terminal, and if ����� have passed, 

the screen saver screen is activated. The screen saver was configured to be canceled if 

the user returns to the PC within 30 min. If a beacon signal cannot be detected for at least 

30 min, the system will log off. The AR system was introduced into a general ward of 

Tottori University Hospital for one year. After that, the system was evaluated by the

nurse using the paper-based questionnaire.

3. Results

For the login process using the AR system, 21 of 44 respondents acknowledged an 

improvement in the workflow; 16 were indifferent, while 7 responded that the workflow 

was worse. 5 of 7 answered that they experienced frequent login failures. 33 of 42

responded that the AR system improved the logoff process workflow. Negative feedback 

concerning operational improvements was that the screen saver did not disappear 

promptly and the distance required before the screen cleared felt long; this could have 

been caused by the values set for the rangefinder.

4. Discussion

The AR system was developed to support HIS authentication workflows and simplify 

the sequence of HIS terminal operations from login to logoff. In the login process, the 

accuracy of login authentication was an issue, with only 47.7% of respondents feeling 

that the workflow was improved. The logoff process could be further improved by 

adjusting the settings for the startup time of the screen saver and the laser rangefinder 

distance. The introduction of the AR system could help medical institutions improve the 

security of user authentication as well as the efficiency of their operations.
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Abstract. The web-based application described in this paper will support the patient 
to receive the treatment quicker and the physician to generate the prescription easier. 
The patient will have a real time information if their treatment/prescription is 
available in the pharmacy. Using a cloud solution will have all the information 
always available and without delays, the only requirement is the Internet 
connectivity. Using standardized communication as HL7 FHIR, the information 
exchanged is easier understanded by different medical units, and in the future other 

medical units can access the patient treatment/prescription and have a medical 
history, in this way the patient will receive better quality in treatment and health 
care. 

Keywords. Web-based application, cloud computing, interoperability, HL7 FHIR 

1. Introduction 

In the current healthcare context one of the important things in digital health is 
interoperability. The interoperability in healthcare domain is defined as: “exchange of 

information between different entities and the received information to be understand by 

all the entities” [1]. This interoperability can be achieved by using a standardized 

communication, as HL7 FHIR (Fast Healthcare Interoperability). FHIR [2] is a standard 

for healthcare data exchange published by HL7 organization. FHIR specification 

describes a set of base resources, frameworks and APIs that can be use in different 
contexts in digital healthcare. For having the web-based application always available we 

provide a cloud computing solution, based in our case on Microsoft Azure [3] different 

services, hosting the web-based application and API for FHIR. 

This paper presents the communication between the medical unit and pharmacies 

using HL7 FHIR. One of the main issues in Romania is that the medical unit generates a 

prescription with electronic support, but only for compensated or free prescription, and 
the physician gives it to the patient in paper format. The natural process isthe electronic 

support, where the medical entity sends in a standardized way the prescription to the 

pharmacy. After an analysis of applications on the market, as Dataklas Pharmaceutical 

[4], Pharmec [4], BizPharma [4] the conclusion was that they could not receive 

prescriptions in a standardized way. 
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2. Materials and methods 

Figure 1 presents the system architecture where a medical unit communicates with the 

pharmacy in a standardized way.  The cloud computing facility is useful ensuring to have 

the communication and the information always available. 

 

Figure 1. System architecture 

The web-based application developed for pharmacies gives the possibility to receive 
prescriptions in the HL7 FHIR format. The web application supports prediction, and 

alerts if the medicine is not available in the pharmacy. It is developed using Visual 

Studio .NET 2017, using ASP.net pages and C# language. The standardized 

communication uses the Microsoft Azure cloud facilities, with an API facilitating the 

communication in the standardized way. 

3. Conclusions 

It is important to have all the medical information in real time; this can be achieved using 

cloud computing and standardized communication. This paper presents initial work for 

supporting a medical unit to send a prescription using a standardized communication, 

with HL7 FHIR standards. 
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Personalized Telecare Approach in Primary 

Healthcare” 
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Abstract. This research endeavor is based on the theoretical model of smart 
personalized telecare approach. As a research hypothesis, the model has the 

potential to develop utility during the mass crisis effect of Covid-19 pandemic. It 
will be tested for its applicability in two parallel dimensions for the utilization of 

the properties of the Delphi research method by tele-monitoring mild cases of 

Covid-19, because during the pandemic the meaning of holistic health has been 
shown as a supplementary good to every human activity and the technology of 

information and communication converts the healthcare into a generally sufficient 

service with the appropriate cost-management. 

Keywords. Smart personalized telecare approach 

1. Introduction 

This research endeavor is based on an existing paper in which a theoretical model for 

smart personalized telecare approach and management indexes’ sustainable 

enhancement was proposed. The primary qualitative research on the four (4) groups 

designated by the scientific bibliography (individual in need, caregivers – optionally, 

health official, information-communication και electronic systems administrator), has 

proven the applicability towards prevention or social protection through the dimensions 

of need / holistic health (physical, psychological, social and self efficiency level) and 

technological utility (health status notifications, accidents prevention, synchronized 

communication, (advising) decision-making systems [1]. Smart technology was 

featured as a powerful tool of personalized approach which functions as an evolution 

driver for the primary healthcare and the interdisciplinary service providing, that in turn 

result in the secondary healthcare decongestion via the hospital (re)admission indexes’ 

improvement. 
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2. Methods 

As a research hypothesis, the administrative modelization of the interrelation of smart 

technology to the personalized primary healthcare has the potential to develop utility 

during the Covid-19 pandemic. It surpasses the obstacles of local (geographical, social) 

constraints by achieving interconnectiveness in real time [2]. The interface has a 

limitless amount of levels that range from the simple connection of systems to the 

interoperability via the holistic health care record [3]. The smart technology in 

healthcare and social care constitutes a dynamic factor in circumstances of crisis 

management [4]. The current theoretical model will be tested for its applicability in two 

parallel dimensions for the utilization of the properties of the Delphi research method 

[5]: care through tele-monitoring the symptomology of a typical quarantine or verified 

case (without the obligation, but having the option to resort to the secondary healthcare 

level if there is medical need) and smart technology amelioration progress through 

open-source software (for increasing the speed and validity). The population of the 

pilot model application will include mild cases of Covid-19, which characterize the 

accessibility needs coupled with the co-ordination for phenomena of mass crisis by 

competent authorities (National Public Health Organization and General Secretariat for 

Civil Protection). 

3. Limitations 

a. The launch of the application with simple data entry of bio-signals due to 

funding factors. 

b. The initial focus on the private sector dynamics aiming at the for-profit 

restructuring of the system’s provided services. 

4. Discussion and Conclusions 

During the pandemic, the meaning of holistic health has been shown as a 

supplementary good to every human activity. The technology of information and 

communication converts the healthcare into a purely public service, generally sufficient 

with the appropriate cost-management. The utilization of good practices increases the 

employability and thusly the social fare. 
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Abstract. Accreditation is the evaluation and monitoring process assuring that 

educational programs and institutions meet academic standards and operational 
integrity and quality. The number of programs in the field of Biomedical and Health 

Informatics is rapidly increasing. In this paper we briefly introduce the accreditation 

procedure that has been established by Accreditation Committee (AC2) of European 
Federation of Medical Informatics according to international standards. 

Keywords. Biomedical and Health Informatics, accreditation, education 

1. Introduction 

Accreditation is a diligent evaluation and monitoring peer review process assuring that 

educational programs and institutions meet academic standards and operational integrity 

and quality [1]. There is a great number of European Universities and Institutions 

implementing and having established programs (undergraduate and postgraduate) in the 

field of Biomedical and Health Informatics [2]. A mechanism already applied by EFMI 

to accredit those programs, since EFMI is the European scientific body of Biomedical 

and Health Informatics, where all national associations have joined in EFMI. This 

accreditation provides European added value to the programs, be supportive of cross-

national mobility and be complimentary to the required national accreditations processes 

[3]. The number of programs in the field of Health Informatics increased in Europe. On 

the other hand, a small number of Universities/Institutions with an accredited program 

in the field of Health Informatics reveals that accreditation activities have low effect in 

Europe. 

EFMI is represented by the AC2 Committee which establishes an Accreditation and 

Certification process across. The aim of EFMI AC2 initiative is the promotion and 

provision awareness of the educational initiative to the wider biomedical and health 

informatics community in Europe. 
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2. Methods 

The EFMI AC2 Accreditation assessment do not intend to replace or overcome any 

National or International accreditation or law. The accreditation process is robust and 

smooth succession of well-established steps and has already applied throughout Europe. 

The aim of EFMI AC2 Accreditation is to act as a complimentary judgement assisting 

and supporting to reach high quality academical educational programs in the field of 

Biomedical and Health Informatics. 

The assessment procedure for successful accreditation examines five criteria. The 

criteria are based on the Dublin descriptors. Dublin Descriptors are uniform requirements 

for higher education under the Bologna Process acting as a system of qualifications 

frameworks for evaluating students for bachelor's, master's, doctoral degrees [4]. 

The EFMI AC2 Accreditation criteria are the following: 

1. Needs and relevance 

2. Intended learning outcomes 

3. Academic/Teaching-learning environment 

4. Organization and implementation 

5. Internal quality assurance and development 

 

The results of the assessment for each criterion are either satisfactory or 

unsatisfactory. In case that all five (5) criteria are satisfactory, according to the site-visit 

panel, the result of accreditation will be positive for the Universities/Institutions. The 

final decision of EFMI AC2 Committee is based on the evaluation report of site-visit 

panel. The positive decision of EFMI AC2 Committee gives the grant of EFMI 

Accreditation to the programme for three years. A re-accreditation process is required at 

the end of this period [5]-[8]. 

In case that only one (1) out of five (5) criteria measured as unsatisfactory then the 

programme receives a partial EFMI Accreditation for one year, until the program will 

reach this criterion. The application for accreditation will be dropped if more than two 

(2) criteria are judged as unsatisfactory. At least one year period of time is needed after 

a dropped application for a new judgement iteration. 

3. Results 

The AC2 by EFMI had successfully examined a wide variety of specializations including 

Biomedical Informatics, Health Informatics, Medical Informatics, Medical Technology, 

Bioinformatics, Biomedical Engineering, at undergraduate / postgraduate / doctoral / 

postdoctoral Studies. The information provided by an on-line catalogue2, providing 

information about European programmes and courses of different 

Universities/Colleges/Institutions with 1000 BMHI programs and related specializations. 
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4. Conclusion 

The first results by the EFMI AC2 procedure has already been initiated, and a number of 

programs have already been accredited. The first accreditation of Austrian UMIT 

received an award during MIE2021 in Athens. An accreditation process in BMHI needs 

to be based on updated educational recommendations by international organisations [9]-

[12] in the field that will encompass all health care professions needs and requirements 

in clinical, nursing, and public health institutions, universities and health organisations. 
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