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Abstract. The use of electronic health records for clinical research offers access to 

large-scale real-world data, but it requires the accurate transformation of data across 
clinical data repositories. In this study, we evaluate the data quality and 

completeness in three repositories (DWH, FHIR, and TriNetX) at Erlangen 

University Hospital. Key data elements (diagnosis, procedure, and laboratory codes) 
were analyzed, alongside a specific research question. Our results show good overall 

consistency, but discrepancies arise due to differences in code systems, data filtering, 

and the mapping process. These findings highlight the importance of critically 
assessing data provenance and the transformation processes when conducting 

multicenter research. Understanding the strengths and limitations of each repository 

is essential for ensuring high-quality research outcomes. 
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1. Introduction 

The use of electronic health records (EHR) for clinical research is rapidly expanding, 

providing access to large-scale data and valuable real-world evidence [1]. Efforts to use 

both intra- and inter-institutional patient data have led to the creation of clinical data 

repositories (CDRs) networked among organizations [2]. In Germany, the Medical 

Informatics Initiative (MII) has supported these efforts by funding data integration 

centers (DIC) at university hospitals since 2016 [3]. The goal is to enable multicenter 

research by integrating DICs into a nationwide network with a central research data 

portal (FDPG) [4]. Along with network integration, DICs provide various research 

services, including multiple CDRs to support local and networked research scenarios [5]. 

At Erlangen University Hospital (UKER) several platforms have been implemented, 

including a clinical data warehouse (DWH) [6], the MII FHIR server, and a local 

TriNetX CDR [2]. We are considering expanding TriNetX’s use from clinical trials to 
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broader real-world data analysis, but before doing so, we aim to evaluate data 

completeness and quality, as transferring patient data across CDRs risks information loss. 

The goal of this study is to assess how accurately data from clinical systems is 

reflected in three of our research repositories and to understand the impact of data 

provenance and CDR application scenarios. 

2. Methods 

The following briefly describes the ETL pipelines applied to transfer the patient data 

from the primary clinical data sources into the respective CDR. 

The Oracle-based DWH is UKER’s business intelligence application that supports 

hospital management and strategic planning and is the primary source of truth for all 

official administrative reporting for billing and quality assurance purposes. Since its 

initial implementation in 2004, integrating data from the billing system, surgical, cardiac 

surgery, anesthesia documentation, and laboratory information systems, it has expanded 

over 20 years to include nearly 50 administrative and clinical systems. Nightly ETL 

processes incrementally load data into the DWH, which remains integrated into a locally 

optimized, non-harmonized data model unsuitable for external data sharing projects but 

ideal for local use. 

The MII FHIR server serves as the primary research repository for cross-site data 

sharing projects via the FDPG within the MII [4]. It comprises resources from various 

origins, reflecting the heterogeneous IT systems employed within the hospital. Data are 

integrated from both the clinical DWH and directly from primary systems via the clinical 

communication server.  

In its early years, TriNetX used existing i2b2 instances as the sole upstream data 

source [2]. The data was first transferred into the DWH and then transformed into the 

i2b2 star schema format. The loading of data from i2b2 into the proprietary TriNetX data 

model, along with the mapping to international terminologies (e.g., SNOMED CT and 

LOINC), was then managed by the TriNetX semantic mapping team [7].  

To compare the different databases, key data elements of interest, such as diagnosis 

codes (ICD-10-GM), procedure codes (OPS, i.e. the German adaption of ICPM), and 

laboratory codes (LOINC), have been selected for analysis. For each resource type, the 

10 most frequently used codes were selected for comparison [8–10]. In the case of 

diagnoses, the data was further differentiated by gender. Both the internal DWH and i2b2 

utilized the ICD-10-GM for diagnosis codes, while TriNetX employed the international 

version, ICD-10-CM. Since OPS codes could not be retrieved from TriNetX, equivalent 

SNOMED codes were used for comparison. To ensure consistency across the CDRs, data 

from the years 2021 to 2023 was analyzed.  

In addition, a research question (“How many patients had received a Lutetium-177 

PSMA radiation therapy (OPS-Code: 8-530.d0)? What time period is covered?”) 

recently formulated by clinical researchers was analyzed to provide insight into the 

extent to which data discrepancies affect current research findings.  

To efficiently count data elements and compare the different databases, we 

performed SQL queries on each CDR. Furthermore, we used our Data Quality 

Assessment (DQA) tool [11], which assesses the DQ dimensions ‘Value Conformance’ 
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and ‘Completeness’. The same queries were then executed directly on the DWH and 

TriNetX systems. Data elements across FHIR, TriNetX, and the clinical DWH were 

compared to identify potential data quality issues arising from the transformation 

processes, emphasizing the importance of understanding data provenance and its impact 

on quality and research outcomes. Directly querying FHIR resources using the server’s 

REST-based search turned out to be too inefficient. To improve analytical performance, 

the FHIR resources were additionally stored as Delta Lake tables [12], enabling faster 

SQL queries via Trino [13].

3. Results

For a detailed insight, the counts for the 10 most commonly used codes for diagnoses, 

lab results and procedures were analyzed (Figure 1). For the evaluated diagnosis codes, 

strong consistency was observed across systems for the first eight codes. However, 

almost no entries for code Z38.0 (“Single liveborn infant”) were found in TriNetX, 

despite its presence in i2b2. 

In TriNetX, some procedure codes showed unusually high counts, and FHIR showed 

slightly increased values compared to the DWH for diagnoses and procedures.

Figure 1. Patient counts for the most frequently used diagnosis (ICD-10), procedure (OPS), and 

laboratory (LOINC) codes. Green: Exact match of counts; blue: increasing; purple: decreasing values.

Green 0% indicates exact match of counts, while colored 0.0% indicates slight differences.

Furthermore, the analysis of a specific research question — examining the number 

of patients who had ever received Lutetium-177 PSMA therapy — showed identical 

patient counts and matching time periods between i2b2, TriNetX and the DWH.

4. Discussion and Conclusions

The absence of Z38.0 entries in TriNetX is likely due to a privacy filter in TriNetX, 

which restricts access to information about patients within their first 30 days of life. As 
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a result, birth codes registered during this period are not displayed on the platform, 

explaining the discrepancy between TriNetX and i2b2 in this context. 

For TriNetX, the inflated counts of certain procedure codes result from the 

platform’s international focus, where SNOMED CT is used instead of OPS codes. The 

broader mapping between SNOMED CT and OPS during the internal conversion process 

led to the merging of multiple OPS codes into a single SNOMED CT code, inflating the 

counts for certain procedures. Mapping German code systems, like OPS, to international 

ones, such as in TriNetX, is challenging — even between similar systems like ICD-10 

GM and CM. In addition, a slight difference between i2b2 and TriNetX can be explained 

by the fact that TriNetX uses data masking to hide exact counts to protect privacy and 

meet international compliance requirements. Discrepancies between the DWH and FHIR 

can be attributed to the FHIR server’s use of the communication server, which provides 

more real-time data based on the HL7 v2 stream, in contrast to the DWH. 

In general, the focus was on identifying larger discrepancies, as a perfect match 

between the analyzed databases is not anticipated.  

Overall, there was good accordance across the analyzed data repositories, but some 

of the differences mentioned emerged due to the complexity of transforming data 

between systems. Data undergoes multiple transformation steps, which can introduce 

intentional or unintentional variations. To ensure usable research data, some filtering is 

required. For example, only laboratory results with valid LOINC assignments are 

transferred to the harmonized FHIR server, while the raw data for internal evaluations 

remains stored in internal CDRs. In this analysis, laboratory results without mapped 

LOINC assignments as well as internal tests, data from test patients, material data 

without measured values or results without clinical approval were filtered out. 

Since direct FHIR search queries were too inefficient, the analysis was performed 

on FHIR data stored as Delta Tables using Trino as a query engine. It cannot be excluded 

that additional transferring errors occurred. In addition, the queries were executed 

sequentially rather than simultaneously, which may have led to minor variations due to 

ongoing updates or deletions in the data sources. 

By analyzing diagnosis, procedure, and laboratory codes, some of the most 

important resources were covered. Additionally, evaluating a more complex resource, 

such as medication data, is expected to provide further valuable insights. While our 

current analysis compares the number of most common diagnoses, procedures, and 

laboratory values, it does not yet include DQ dimensions such as 

(computational/relational) conformance and plausibility [14]. Future assessments should 

include a broader range of DQ dimensions to provide a more comprehensive 

understanding of the quality and reliability of datasets across CDRs. 

In conclusion, all three CDRs evaluated (DWH, FHIR, and TriNetX) are suitable for 

research, each excelling in different contexts. The DWH is ideal for internal evaluations 

with identifiable data, FHIR supports standardized international collaboration using 

pseudonymized data, and TriNetX facilitates global clinical study collaboration with 

pseudonymized data. However, the discrepancies noted above highlight the importance 

of closely tracking data sources and transformations. The discrepancy between what 

researchers perceive about data and the way we should critically assess its quality before 

analyzing it is essential to be aware of. The quality of data mapping is crucial, and while 

S.E. Kocman et al. / Is Research Data Trustworthy?706



it is important not to blindly trust unknown systems, they may still offer valuable, 

unexpected insights. 
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