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Abstract. Explainable Artificial Intelligence (XAI) offers promising advancements 
in enhancing transparency and usability of AI-based Clinical Decision Support 

Systems (CDSS) in healthcare settings. These tools aim to improve clinical 

outcomes by assisting with diagnosis, treatment planning, and risk prediction. 
However, integrating XAI into clinical workflows requires effective involvement of 

healthcare professionals to ensure that the explanations provided by these tools are 

comprehensible, relevant, and actionable. This scoping review aimed to investigate 
how (potential) end users were involved in the design and development of XAI-

based CDSS for hospitals. A systematic search of Medline, Embase, and Web of 

Science identified 11 studies meeting the inclusion criteria. Interviews and focus 
groups, mainly with physicians, were common, while some included nurses and 

developers. Four of the 11 studies engaged users across multiple stages, from pre-

design to prototype testing, and specifically tested different explanation techniques 
with end-users. A quality assessment of papers found some studies had unclear 

recruitment strategies and insufficiently detailed analyses. Future work should 

engage end-users early in the design process, include health professionals with 
diverse experiences and backgrounds, and test explanation techniques to ensure 

appropriate methods that align with cognitive processes are chosen. 
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1. Introduction 

Clinical Decision Support Systems (CDSS) powered by artificial intelligence (AI) have 

the potential to support healthcare professionals with diagnosis, treatment planning, and 

risk assessment [1]. However, the complexity of these systems often makes their 

decision-making processes unclear to users, raising concerns about trust, usability, and 

accountability [2]. Explainable artificial intelligence (XAI) is a field aimed at making AI 

tools more transparent and understandable, by providing explanations that help clinicians 

understand and use AI-driven recommendations in their practice.[3]  

A significant focus in XAI for healthcare is post-hoc explainability, where 

explainability methods are developed to understand the decisions of an AI model. These 

explanations aim to clarify how the system arrives at its outputs.[3] Yet, the effectiveness 

of these explanations largely depends on their relevance and comprehensibility to the 

end-users [3]. The unique workflows, time pressures, and interdisciplinary hospital 

settings require XAI tools to be accurate and seamlessly integrated into clinical routines, 

ensuring outputs are actionable without adding to healthcare professionals' cognitive 

load [4]. Previous studies have demonstrated that engaging users during design and 

development can help ensure that tools align with clinical workflows, meet the needs of 

diverse healthcare roles, and enhance the adoption of AI tools in practice [5, 6]. Only 

then, can the benefits of XAI CDSS be realised. This scoping review aimed to investigate 

how (potential) end users were involved in the design and development of XAI-based 

CDSS for hospitals. Specifically, we aimed to understand who is engaged, when in the 

design and development process, and what methods are used. 

2. Methods  

2.1. Search strategy 

Medline, Embase, and Web of Science were systematically searched to identify studies 

eliciting end-user perceptions in the development of XAI tools. The search strategy used 

a combination of text words and subject headings related to XAI, machine learning (ML), 

clinicians, and perspectives or user-centered design methods (e.g. survey, interview). 

The search was conducted on the 15th of July 2024.  

We included studies reporting on the development of explainable AI/ML 

interventions for hospitals, where the participants were healthcare professionals. 

Reviews, commentaries, conference abstracts, and non-English papers were excluded. 

As the purpose of this review was to focus on the development phase, studies of XAI 

tools post implementation, and studies of AI prior to system development were excluded.  

2.2. Study selection, data extraction and quality assessment 

References were imported from databases into Covidence for screening. Titles and 

abstracts were screened independently by two researchers (BV, TE) using the eligibility 

criteria. Full texts were then independently screened by two researchers (BV, TE) and 

disagreements were discussed until consensus was reached. Data was extracted by one 

researcher and checked by a second researcher to ensure accuracy. A quality assessment 

was conducted using the Critical Appraisal Skills Program (CASP) Checklist [7]. 
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3. Results 

Eleven studies were eligible for inclusion, after excluding 1168 studies through title and 

abstract screening, and 54 through full text screening. The goals of the XAI tools from 

the included studies are outlined in Table 1. All studies were published in the last 5 years. 

Table 1. Included studies and the goal of the XAI tool in development 

Study Year Country Purpose of XAI tool 
[8]  2020 USA Predict in-hospital mortality for paediatric ICU patients  

[9] 2023 Switzerland Predict onset of delayed cerebral ischemia in patients with aneurysmal 

subarachnoid haemorrhage 
[10] 2024 USA Predict postoperative complications 

[11] 2023 USA Predict risk of instability in ICU patients 

[12] 2023 Norway Predict polyp occurrence using colonoscopy images. 
[13] 2020 China Predict diagnosis and treatment outcome analysis 

[14] 2021 Denmark Predict ventricular tachycardia and ventricular fibrillation (VT/VF) in 

patients with cardiac implanted electronic devices 
[15] 2023 Portugal Predict EEG seizures in patients with epilepsy 

[16] 2022 Germany Predict risk of infection and graft loss within 90 days post kidney transplant 

[17] 2024 Canada Predict severity of COVID-19 
[18]  2024 Netherlands Predict urgency of ICU admission for patients with sepsis 

EEG: Electroencephalogram, ICU: intensive care unit, XAI: Explainable artificial intelligence 

The methods used to involve end-users, and the stages of development at which 

users were engaged, are summarised in Table 2. Interviews and/or focus groups were 

conducted in most studies. Participants were primarily physicians, however, some 

studies also sought perspectives of nurses[8-11] and developers.[9, 15].  

Table 2. Participants and methods used to involve users at various stages of XAI tool development. 

Study Participants Requirements phase 
(Pre-design of XAI tool) 

Development phase 
(Prototype testing) 

[8]  Physicians and nurses 
 

*Focus groups and questionnaire (n=21) 

[9] Physicians, nurses, and 
developers  

 
Survey (n=95), focus group (n=6), 
interviews (n=11)  and think aloud (n=7) 

[10] Physicians and 
anaesthetic nurses 

Focus groups with card 

sorting activity (n=21) 

Interviews (n=9), think aloud and survey 

(SUS) (n=10) 

[11] Physicians, physician 
assistants, and nurses  

 
Focus groups (n=23) 

[12] Clinicians (primarily 
gastroenterologists) 

 *Survey (n=54) 

[13] Senior physicians Interviews (n=2) Scenario-based testing (n=2), interactive 
demonstration and interviews (n=7) 

[14] Physicians 
(Cardiologists) 

Fieldwork observations and 

co-design workshops (n=2) 

Feasibility survey, case walkthrough, and 

interviews (n=7) 

[15] Clinicians and data 
scientists 

 
*Interviews (n=10) 

[16] Physicians 
 

Interviews (n=14) 

[17] Physicians  Focus groups (n=7) Informal feedback (n=2), simulated 

testing and interview (n=5) 

[18]  Physicians and Surgeons 
(5-10 years experience) 

 
*Interviews (n=4) 

 n= number of participants. * = also used to gather feedback on explanation techniques. XAI: Explainable 

artificial intelligence, SUS: System usability scale 

Four studies [10, 13, 14, 17] involved end-users during the requirements phase 

(before designing or selecting the XAI model) and at multiple stages during development. 

Four studies [10, 11, 13, 17] also tested a low-fidelity prototype with participants before 

B.A. Van Dort et al. / User-Centered Methods in Explainable AI Development 19



developing a high-fidelity prototype. Four studies [8, 12, 15, 18] specifically focused on 

testing different explanation techniques with end-users. For example, Barda et al. [8] 

created five displays with different explanation techniques and design features, which 

were presented to participants in focus groups. This helped identify user needs for 

improving understanding of explanations, such as expressing risk as a percentage, 

providing multiple plots, and showing directionality for trend-based features.  

The quality assessment identified several issues in the reporting of the included 

studies. All papers lacked reflexivity, meaning they failed to examine the researcher’s 

role on the research and potential bias. Several papers had unclear recruitment strategies 

[12, 13, 15, 17, 18], and insufficiently detailed qualitative data analyses [12, 13, 18]. The 

study design and methods used in the included studies were assessed as appropriate.  

4. Discussion 

This scoping review identified 11 studies highlighting the methods used to involve 

healthcare professionals in developing XAI-based CDSS for hospitals. Interviews and 

focus groups, primarily with physicians, were most common. Four studies engaged 

health professionals at multiple stages of design and development. A number of 

limitations were identified in some of the included studies, such as unclear recruitment 

strategies and data analysis, however, all data collection methods were reported 

sufficiently. 

User centered XAI development has been explored in the broader literature but the 

processes identified have not been applied to XAI for the hospital context. For example, 

Chazette et al. [19] conducted a systematic review of recommended practices of XAI 

development across all industries. While many of the methods identified in our review 

aligned with Chazette et al. [19], only four studies reported involving healthcare 

professionals in the requirements phase. Further, several steps recommended by Chazette 

et al. [19] for the requirements phase (i.e. vision definition, stakeholder analysis, back-

end analysis, and trade-off analysis) were not conducted in most of the studies reviewed. 

It should also be noted this review only examined studies reporting on XAI tool 

development, and there may be instances where user involvement occurred earlier but 

was unpublished or reported separately.  

Four studies in this review reported testing different explanation techniques with 

health professionals. Previous XAI research has shown that users interpret and 

understand explanations differently, and testing explanations with end users is 

imperative [20]. The studies in this review used surveys, questionnaires, interviews, 

and/or focus groups to test explanations, which are valuable and widely used methods 

[19]. Additional methods such as  A/B testing, scenario-based testing, observations, and 

development of mental models, have been successfully used in other contexts and could 

also be considered for testing XAI in the hospital context [19]. Involving a range of 

stakeholders is also essential. Two of the four papers involving end-users during the 

requirements phase included only two participants each. For example, Jin et al. [13] 

involved two senior clinicians to design a diagnostic and prognostic tool. Previous 

studies have found senior and junior doctors engage CDSS in different ways and have 

different approaches to clinical judgement [21, 22]. Therefore, involving a range of 

potential end-users is important for developing effective XAI tools.  
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5. Conclusion 

This scoping review found studies engaged health professionals to varying degrees in the 

development of XAI CDSS, mainly using interviews and focus groups, and involvement 

in the development phase. Testing explanation techniques with end-users was limited. 

Future efforts should involve a diverse range of potential end-users early in the process 

and test explanation techniques to create effective XAI for clinical settings.  
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