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Abstract. Proximal humeral fractures are among the most common fractures seen 

in emergency departments. Accurately diagnosing and selecting the most 

appropriate treatment for these fractures can be challenging, and consultation with 
a senior orthopedic surgeon can be time-consuming for both the patient and the 

emergency unit. We developed a machine learning model for predicting the type of 

treatment based on injury radiographic images. The model distinguishes between 
nonoperative and operative treatment options, achieving an accuracy of 86% and an 

interobserver reliability (kappa) of 0.722 for test-dataset, which is more than the 

interobserver agreement between shoulder surgeons. This model has the potential to 
serve as a therapeutic decision support system for the practitioners in the emergency 

departments to expedite treatment decisions and to reduce patients’ waiting time. 
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1. Introduction 

Proximal humerus fractures account for approximately 5% of all fractures in adults, with 

a significant increase in incidence among the elderly population [1]. Several main 

classifications exist for this fracture, including Neer, AO, and Hertel [1]. To effectively 

manage a patient with a fracture, the first healthcare practitioner must accurately classify 

the type of fracture and be well-versed in treatments suited for different fracture patterns. 

Effective management of these fractures necessitates a thorough understanding of 

anatomy, familiarity with classification systems, and knowledge of available treatment 

options. Such expertise ensures that the patient receives optimal care tailored to their 

specific condition [1]. However, accurately classifying and selecting the most 

appropriate treatment can be challenging, especially for less experienced practitioners. 

These fractures can be treated by two main modes: operative or non-operative [1]. 

The choice of treatment plan depends on age, medical history, and fracture classification. 

Orthopedic residents and emergency medicine specialists face a considerable learning 

curve when deciding the correct treatment plan based on radiologic images. However, 

this task is easier for experienced orthopedists. The ability to rapidly formulate an 

accurate treatment plan is timesaving for both patients and clinics. It can prevent over- 

or under-treatment, alleviate emergency department overcrowding, and enhance patient 

care [2]. 
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In our study, we aim to utilize deep learning through transfer learning for predicting 

the type of management (operative or non-operative) for proximal humeral fractures in 

anteroposterior radiographic images. We will also determine the interobserver reliability 

of the predictions of the model relative to specialist annotations. 

2. Material and Methods 

2.1. X-ray image dataset 

X-ray images of proximal humerus fracture were selected from the MURA dataset [3]. 

MURA is a large public dataset containing 40,561 normal and abnormal x-ray images. 

We then reviewed each radiographic image to determine the type of treatment needed 

either operative or non-operative treatment. The images were saved in the appropriate 

directories: ‘N’ for non-operative treatment and ‘O’ for operative treatment. Several 

normal proximal humerus x-rays were added to ‘N’ group to have balanced groups and 

increase generalization capacity of the learnt model [4]. 

2.2. Deep learning libraries and transfer learning model 

We used TensorFlow version 2.1 (https://www.tensorflow.org), Keras library for deep 

learning algorithm (https://keras.io/), Python programming language version 10 

(https://python.org), Cohen-kappa, accuracy, precision, recall and f1 scores from Scikit-

learn, Jupyter Notebook (https://jupyter.org). For Transfer Learning model, we used 

“MobileNetV2” pre-trained model. MobileNetV2 is a 53-layer deep lightweight CNN 

model which contains 3.5 million parameters. This model has been widely used for 

medical image analysis [5]. Apple M1 processor with enabled Metal device was used for 

the execution of the algorithms. 

2.3. Pretreatment of the images 

Each image was cropped by a rectangle containing the Coracoid process, Acromion, and 

proximal of the Humerus, showing the fracture fragments completely (Figure 1). This 

was to exclude extra variable parts and to include the same uniform parts as a 

pretreatment step of input data. We applied data augmentation techniques such as 

rotation, horizontal flipping, and brightness and contrast changes to enhance the dataset. 

The MobileNetV2 model expects the pixel values between [-1, 1]. A preprocessing 

method is included in the model to rescale the input images. 

 
Figure 1. Left image shows a typical shoulder x-ray of proximal humerus fracture. The image includes a 
segment of humeral shaft, ribs, and soft tissue shadows which add significant noise to input data. Right image 

shows cropped image to a rectangle containing consistent anatomic landmarks (Acromion process, Coracoid 

process, and Fracture) to have more uniform and cleaner input data. 
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2.4. Training the model and evaluation of its predictions  

The MobileNetV2 with frozen convolutional base was used as the base-model. A 

classification head was added, and layers-dropout was set to 20%. We used a learning 

rate of 0.0005 and a batch size of 32. The 80%/20% split of the training images was 

chosen to ensure a sufficient validation set while maximizing the training data. The 

model was used to learn from the radiographic image data containing ‘N’ and ‘O’ classes. 

The resulting trained model distinguishes between x-ray images that need non-operative 

or operative treatment. After training the model, the accuracy of the model was 

determined on a test dataset including images never used during training or evaluation 

phases. We calculated the Cohen-kappa coefficient (k) to determine the interobserver 

reliability between predicted labels and true labels of the test dataset. Confusion matrix 

and other evaluation metrics of the model including precision, recall and f1 scores were 

also provided. The notebook and datasets are available at this repository: 

https://github.com/azarpira/Project_STC2024 . 

3. Results 

The train dataset included 155 images in N group and 159 images in O group and, the 

test dataset included 36 images. The model was used to train on 314 images during 100 

epochs. At the end of training, the model achieved validation accuracy of 87% with 

training accuracy of 90% (Figure 2A). We applied the model to the test dataset. The 

results showed an accuracy of 86% and a kappa of 0.722. The confusion matrix (Figure 

2B) illustrates the model's performance across different classes. Additionally, the model 

achieved a precision of 78%, a recall of 100%, and an f1-score of 88%. 

 

               

Figure 2. A: Training and Evaluation accuracy versus iterations of the learning process.  B: Confusion matrix 
of classes, non-operative treatment (0) and operative treatment (1). 

4. Discussion 

Proximal humeral fractures are the third most common fractures in human beings [1]. 

Junior orthopedists and emergency medicine specialists face a learning curve to correctly 

manage these fractures without consulting a senior surgeon [6].  
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Supervised machine learning algorithms were used for the classification of x-ray 

images of proximal humeral fractures. In a study on 1891 proximal humerus x-ray 

images using neural networks and transfer learning the authors showed 96% accuracy in 

detecting proximal humerus fractures from non-fractured shoulders. Their model 

achieved 65-86% accuracy in distinguishing the type of proximal humerus fracture. To 

produce clean input data (data pretreatment), the authors manually cropped the proximal 

humerus x-ray images in a rectangle containing the head and neck. They used a data 

augmentation method to increase the input data from 1891 images to more than 40,000 

images [7].  

In another study, using the MURA database, the authors trained a 169-layer 

DenseNet baseline model to detect and localize abnormality in x-rays in a supervised 

methodology [4]. The x-rays in the train dataset were manually labeled by radiologists 

as either normal or abnormal. For the test dataset, 207 x-rays, annotated by board-

certified radiologists, were used as gold-standard. They calculated Cohen-kappa score to 

find the agreement of the model output and the radiologist annotations with the gold-

standard. Their model performance was comparable to best radiologist performance for 

detection abnormality in finger and wrist x-rays, however, it was worse than the best 

radiologist performance in detecting abnormality in hand, forearm, elbow, humerus, and 

shoulder x-rays [3].  

In another study, convolutional neural networks (CNN) were used to classify 

fractures of the proximal humerus, as well as the humeral shaft, clavicle, and scapula, 

from a dataset containing 6,172 radiographic examinations [8]. Their input data included 

different radiographic projections without any selection of specific areas of the 

radiographs. The authors reported an overall good to excellent area under the curve 

(AUC) score for different fracture classifications [8].   

Shoulder x-rays almost always include variable parts of nearby structures including 

lung, ribs, cervical spine, arm, monitoring electrodes, etc. These extra parts add 

considerable noise and may damper the efficiency of a training model. We cropped the 

x-ray images to reduce the noise and achieve cleaner, more uniform input data [9]. 

We used Transfer Learning. With this method, one can retain the architecture of a 

high-performing and large model and retrain it for our specific classification problem 

(for example: our specific images of proximal humerus fractures) to obtain an optimal 

model with a limited amount of data [9,10]. We used the MobileNetV2 pre-trained model 

from Tensor Hub [5]. This model, produced by Google, is trained on 1.8 million images 

across 1000 classes of web images.  

There is moderate interobserver reliability between shoulder surgeons for the choice 

of treatment of these fractures [11]. In a study using 40 x-rays of proximal humerus 

fracture, the interobserver reliability (kappa) for choosing between “operative or 

nonoperative” options, was between 0.528 and 0.578. More experienced surgeons had 

more interobserver agreement (kappa) score [11]. Our classification model has a kappa 

score of 0.722 which is superior to interobserver agreement between shoulder surgeons. 

Previous studies have demonstrated the potential of machine learning models in 

predicting hospital admissions and aiding decision-making in emergency departments. 

For instance, Feretzakis et al. (2022) developed a machine learning model to predict 

hospitalization outcomes for emergency department patients, highlighting the value of 

such models in improving clinical workflows and patient outcomes [12]. From the 

practical standpoint, our model can be helpful in emergency units by decreasing the time 

of therapeutic decision process [2].  
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This study has limitations, one limitation is exclusion of patient-specific factors such 

as age and medical history, which are crucial in clinical decision-making. Future work 

should incorporate these variables to enhance model accuracy and applicability. Another 

limitation is the limited number of x-ray images which were used for this study. Training 

a model on a larger number of images would lead to a more accurate and reliable model 

with better generalization capacity.  

5. Conclusions 

We developed a deep learning model that predicts proximal humerus fracture treatment 

plans from injury x-ray images. Our model achieved an accuracy of 86% and a kappa 

score of 0.722, demonstrating its potential to assist in clinical decision-making. Future 

research should focus on integrating this model into hospital information systems and 

validating its performance on larger, more diverse datasets. 
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