
Exploring the Use of AI for Enhanced 
Accessibility Testing of Web Solutions 

 
Kristin Skeide FUGLERUDa,1, Till HALBACH a, Ingrid UTSETHa, and  

Anders Ueland WALDELAND a 

a
 Norsk Regnesentral (Oslo, Norway) 

ORCiD IDs: Fuglerud: 0000-0002-5648-0264, Halbach: 0000-0002-9566-7013,  
Utseth: 0009-0003-6617-4302, Waldeland: 0000-0003-2795-3867 

Abstract. Artificial Intelligence (AI) holds significant potential for enhancing 
accessibility and user experience across digital products and services. However, 
mainstream web solutions commonly used by the general population still face 
accessibility barriers, hindering equal participation in the information society for 
people with disabilities. This article explores several promising applications of AI 
that can be used to create accessible solutions for people with disabilities. We also 
present our research, which aims to explore and demonstrate how various AI-based 
techniques can enhance and streamline accessibility testing for web solutions. We 
selected four success criteria from the Web Content Accessibility Guidelines 
(WCAG) that currently require extensive manual work and developed four 
prototypes using open-source machine-learning models to enhance conformance 
testing. While the prototypes need further optimization and evaluation, the results 
suggest that AI-based techniques can significantly reduce the need for manual work 
in accessibility testing. 
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1. Introduction 

Artificial intelligence (AI) is increasingly recognized for its potential to enhance the 
accessibility and usability of digital services for a diverse range of users. For example, 
AI is expected to offer new opportunities that can contribute to a more inclusive work 
life [1,2]. Moreover, it is pointed out that AI has enormous potential to improve 
accessibility and user experience for people with disabilities in a wide range of digital 
products and services [3]. One illustration of this is how automatic speech recognition 
can be used to create subtitles for video content, and for real-time transcription of 
conversations and translation into other languages. This can be useful for people with 
impaired hearing, people with intellectual challenges, and for non-native speakers. 
Applications that use speech recognition, such as voice control and dictation solutions 
can provide new opportunities for people with mobility impairments and writing 
challenges. Image recognition and object recognition can be used to create image 
descriptions and object descriptions that can increase accessibility for people with 
impaired vision. AI-generated summaries of digital content can help break down long 
texts into more manageable parts and can be a benefit for people with reading challenges 
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and cognitive challenges. Facial recognition and other biometrics can make 
authentication more accessible for people who have difficulties using passwords. 

In addition to the solutions mentioned above, which can increase accessibility and 
quality of use in general technology for broad user groups, research is ongoing into how 
AI can enhance and create new types of aids for specific user groups [3]. For example, 
AI is being utilized in systems for recognizing gestures and sign language, and in speech 
and communication solutions for individuals with speech and communication difficulties 
[4]. Additionally, researchers are exploring how AI can generate easy-to-read versions 
of texts [5]. Moreover, investigations are underway into various navigation solutions for 
people with visual impairments and those with poor orientation skills.  

However, despite existing legislation2, individuals with disabilities still encounter 
barriers when using web-based solutions. To promote the inclusion of people with 
disabilities in the information society, it is crucial that mainstream solutions prioritize 
accessibility. In our research we have investigated how AI can enhance and streamline 
accessibility testing for web solutions, aiming to develop effective tools that can detect 
and potentially address accessibility issues, benefiting both legal bodies and developers.  

In the next section we examine related research on the use of AI to increase 
accessibility of software and web-solutions for people with disabilities. Subsequently, 
we present our work with prototypes to explore the use of AI in detecting accessibility 
issues in web solutions. 

2. Related work 

AI is utilized in various ways to enhance accessibility in the development of 
software and web solutions. For example, programmers can use AI to generate code that 
creates more accessible user interfaces, although the suggestions provided by AI are not 
always reliable [6]. AI is also employed in tools known as overlays, which are placed 
between an application and the user for automatic improvements of an application's 
accessibility [7]. Advancing technical accessibility within publishing tools is also crucial. 
Better and more advanced built-in support to enhance accessibility makes it easier for 
content creators to produce accessible materials efficiently. AI can, for example, convert 
inaccessible PDF documents into text that complies with accessibility requirements [8].  

For employees and software developers with disabilities, it is important that AI tools 
themselves are accessible. A quick check with the browser extension of the Wave Web 
Accessibility Evaluation tool [9] indicates that widely adopted AI tools, such as 
ChatGPT and Copilot have accessibility issues. However, social media discussions 
reveal that these solutions are adopted by people with disabilities. This is likely due to 
their relatively simple interfaces, which allows for navigation and use despite some 
accessibility issues. In contrast, solutions that generate still images, audio, and video 
seem to face greater accessibility challenges, especially for visually impaired people. 
Fortunately, there are several examples of AI-based solutions that have been developed 
to be accessible for people with disabilities. For example, a voice interface has been 
created for ChatGPT [10], and a solution has been developed to make the selection and 
generation of AI based images more accessible through rich image descriptions [11].   

 
2 The W3C’s Web Accessibility Initiative maintains an extensive list at 
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AI can also be used to simulate how users interact with websites, and thus help in 
optimizing the design, including navigation options [3]. This could lead to more intuitive 
interfaces, and thus quicker access to information and improved user satisfaction.  

When exploring how AI can benefit the development of software, one must also 
examine potential ethical issues and unintended consequences. Research indicates that 
today’s AI often perpetuates biases, reinforcing stereotypes and discriminating against 
minorities and people with disabilities [1,3,12]. This could be an issue with user 
simulation software.  

Securing funding for developing more accessible solutions remains a challenge [3]. 
While current research on AI for accessibility has predominantly centered around 
solutions for people with visual impairments, it is also important to address the needs of 
other user groups [3]. To truly enhance inclusivity through the use of AI technologies, 
further development and adaptations are required in various areas, including managing 
informal spoken language, dialects, sign language, and minority languages [13].  

2.1. Tools for automatic testing of web accessibility  

The Web Content Accessibility Guidelines (WCAG), developed by the W3C Web 
Accessibility Initiative, is designed to ensure that web content is accessible to everyone, 
including people with disabilities [14]. WCAG has evolved through several versions — 
2.0, 2.1, and the latest 2.2 — to address the changing needs of web accessibility. These 
guidelines are embedded in legislation across many countries, including in the EU [15], 
underscoring their importance for web accessibility. However, evaluating conformance 
with the WCAG guidelines manually is time-consuming, especially for large websites. 
Therefore, various tools to help developers assess WCAG conformance have been 
developed. The tools, which are often referred to as WCAG checkers, are software 
programs or online services that help in determining if a web solution meets the WCAG 
guidelines. The results of existing WCAG checkers differ from one tool to another, and 
they often cover different subsets of the guidelines [15,16]. While there are great 
expectations for the use of AI to enhance and extend accessibility testing tools [17], there 
is currently little research in this area [18].  

Researchers with similar ideas to ours conducted a pilot study to investigate the 
potential of a large language model (LLM) to evaluate certain web accessibility success 
criteria [18]. They focused on three WCAG criteria that traditionally require manual 
assessment: 1.1.1 Non-text Content, 2.4.4 Link Purpose (In Context), and 3.1.2 
Language of Parts. To this end, they developed LLM-based scripts to evaluate 
conformance to these criteria and compared the results against existing WCAG checkers. 
They found that the LLM-based scripts could effectively identify accessibility issues that 
the current WCAG checkers overlooked. They suggest that further research should 
attempt to replicate the same tests using open-source models. 

3. AI-based WCAG check: Our approach   

We selected four accessibility success criteria from the Web Content Accessibility 
Guidelines (WCAG) that traditional WCAG checkers have been unable to test reliably, 
but which could be automatically verified using open-source machine-learning models. 
Moreover, the selected guidelines are particularly important for enhancing accessibility 
for users who depend on assistive technology. Improved compatibility with assistive 
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technology will have huge benefits for these users [19]. We selected four guidelines, two 
of which were the same as tested by [18]: 

1.1.1 Non-text Content (Level A): Checking whether the use of "alt text" for images is 
descriptive. This helps users who rely on screen readers to understand visual 
content. For this, we took advantage of recent advances in multi-modal deep 
learning, which connects computer vision and natural language processing.

1.4.5 Images of Text (Level AA): Checking whether there is text inside images, and 
whether or not the text is embedded as regular text elsewhere on the page. If not,
assistive technology like screenreaders (which convert a webpage into synthetic 
voice) cannot detect it. Consequently, the users will not have access to the text. For 
this, we used methods for Optical Character Recognition (OCR) to detect text in 
images.

3.1.1 Language of Page (Level A): Checking whether the correct language is specified 
for the entire page. This is important to ensure that screen readers and other 
assistive technologies can correctly interpret and vocalize the content. For this we 
combined traditional testing with Natural Language Processing (NLP) based 
automatic language detection.  

3.1.2 Language of Parts (Level AA): Checking whether the correct language is specified 
for all text parts. This will help users who rely on assistive technologies to 
understand multilingual content accurately. For this we combined traditional 
testing with NLP.  

4. Results

For the prototypes, we chose to use several open-source libraries where the AI models 
are already pre-trained. In the following, we describe the four prototypes that were 
developed, illustrating the application of the specified techniques: 

Prototype 1.1.1 calculates a score for the descriptiveness of alt text in images on a 
website. We utilized CLIP (Contrastive Language-Image Pre-Training) [20] a neural 
network that has been trained on image-text pairs. The model consists of an image 
encoder and a text encoder that were trained on image-text pairs.

Figure 1: Prototype 1.1.1 Estimating how descriptive an alternative text is
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During training, for each image the model is tasked with predicting which text 
description out of a large set of descriptions belong to the image. In other words, the 
model is tasked with creating similar text encodings and image encodings for image-text 
pairs. Using a pre-trained CLIP model, we can extract the image encodings from images 
from the website and text encodings from the associated alt-text (if available). By 
comparing the encodings, we can get a measure of how similar the image and the 
associated alt-text are. For example, in the first image in Figure 1 the similarity score 
between the alternative text “Jæren Sparebank” and the predicted image description is
99%. For the image in the lower right corner, the similarity score between the 
meaningless alternative text “bildebar12” and the image of a question mark is only 6,27%. 
Both similarity scores seem reasonable.

Prototype 1.4.5 extracts text from images, which can then be used to check whether 
the page includes this text if it is deemed important. Optical character recognition (OCR), 
extracting machine-readable text from images of text, is used in many different fields 
and hence there are many models easily available. We chose the EasyOCR Python library, 
which supports 80+ languages and multiple models for text detection and recognition. 
When the text is extracted, it can be compared to the text on the website using NLP 
methods. We found that the models implemented in EasyOCR performed well, meaning 
that they could convert the text in images to plain text with high reliability.

Figure 2: Prototype 1.4.5 Extracting text from images

Figure 2 shows examples of text extracted from images with an estimated detection 
score in parenthesis, which measures how certain the model is that the text has been 
correctly parsed. All the text in the example is identified correctly. If the text in the image 
is very small, such as a logo on a laptop in the background or a quote on a T-shirt, the 
models may correctly identify that text is present, but the text is not necessarily parsed 
correctly. However, in most of these instances, the text is not meant to convey 
information to the reader. Hence, we chose to discard text that covered less than a pre-
determined portion of the image. We also discarded very short text snippets, such as the 
number “1” in Figure 2.

Prototype 3.1.1 detects the language for the main text on a website. This is then 
compared to the specified language coding, if available, of the web page. We chose to 
use the LanguageIdentifier Python library, which implements language identification 
using pre-trained neural models. These models return the detected language as well as a 
detection score, which can be read as the likelihood that the language was detected 
correctly. We extracted the text from the websites, divided the text into segments (e.g., 
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lines) and ran these segments through the language detection model. We then compared 
the detected language against the language attribute in the HTML. This allowed us to 
determine whether the page has the correct language specification.

Figure 3 shows a screen shot of a web page together with the corresponding table 
from prototype 3.1.1. For each language part on the web page there is a line in the table 
with specified language, detected language, a certainty score, and the actual text part. 
Lines with mismatch between specified and detected language are highlighted in red. We 
found that the model performed quite well, meaning that in most cases the language could 
be predicted with 100% confidence. 

Prototype 3.1.2 detects the language for text parts on a web site. We used pre-trained 
language detection models, similar to those in prototype 3.1.1: extracting text segments 
from the page and checking the language using the LanguageIdentifier library.

Figure 3: Prototype 3.1.1 Detecting language of text parts and language coding on a web page

Figure 4: Prototype 3.1.2: Detecting language of text parts on a web site
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The algorithm displays the likelihood of a word being from a non-Scandinavian language 
using a colour scale, as illustrated in Figure 4. However, the colour scale itself requires 
some work to be more accessible. We observed that the language identifier model had 
difficulty distinguishing between Scandinavian languages in short text segments. 
Therefore, we merged the scores for Norwegian, Swedish, and Danish. Thus, the 
prototype may be suitable for testing if Scandinavian web pages have text parts in other 
languages.  

5. Discussion 

While we obtained good results with prototypes based on open-source machine learning 
models, they have been tested on a limited number of websites. In further work, a 
systematic evaluation should be conducted to provide more information about the 
accuracy of the prototypes. Although the prototypes can be improved in several areas, 
they demonstrate great potential in enhancing existing WCAG checkers. This is in line 
with the findings of [18], where LLMs were used to test three WCAG criteria, two of 
which we also tested.  

Despite the significant improvement in automation, human verification of the 
algorithm results is still advisable. For instance, Prototype 1.4.5 generally detects text in 
images correctly but cannot always determine its relevance to the webpage content. 
However, as the fields of computer vision and natural language processing advance, 
verification accuracy will likely improve. 

Furthermore, these techniques can not only be used to check if WCAG criteria are 
met, but also suggest improvements to accessibility of web sites. For example, the 
algorithms used in prototype 1.1.1. can be used to suggest better alternative texts.  

6. Conclusion 

After reviewing AI-enhanced solutions for digital accessibility and usability, we 
presented four prototypes for identifying accessibility issues on webpages using open-
source machine learning models. While operational, these prototypes require further 
fine-tuning to reduce false positives and negatives. Currently, Prototype 1.4.5 processes 
OCR images without analyzing if the detected text appears elsewhere on the page. 

These prototypes demonstrate the potential of AI-based techniques in developing 
universally designed ICT solutions. They can estimate the risk of violating specific 
WCAG criteria and, with further work, suggest improvements. In conclusion, AI-based 
techniques could significantly reduce the need for manual checks in accessibility testing. 
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