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Abstract:  Encapsulating a patient’s clinical narrative into a condensed, informative 

summary is indispensable to clinical coding. The intricate nature of the clinical text 
makes the summarisation process challenging for clinical coders. Recent 

developments in large language models (LLMs) have shown promising performance 

in clinical text summarisation, particularly in radiology and echocardiographic 
reports, after adaptation to the clinical domain. To explore the summarisation 

potential of clinical domain adaptation of LLMs, a clinical text dataset, consisting 

of electronic medical records paired with “Brief Hospital Course” from the MIMIC-
III database, was curated. Two open-source LLMs were then fine-tuned, one pre-

trained on biomedical datasets and another on a general-content domain on the 

curated clinical dataset. The performance of the fine-tuned models against their base 
models were evaluated. The model pre-trained on biomedical data demonstrated 

superior performance after clinical domain adaptation. This finding highlights the 

potential benefits of adapting LLMs pre-trained on a related domain over a more 
generalised domain and suggests the possible role of clinically adapted LLMs as an 

assistive tool for clinical coders. Future work should explore adapting more 

advanced models to enhance model performance in higher-quality clinical datasets. 
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1. Introduction  

Clinical text summarisation for clinical coding involves shortening healthcare narratives 

into a condensed and informative version [1]. This is a challenging task as hospital 

electronic medical records (EMRs) document a patient’s encounter in multiple, time-

ordered linked files across a variety of categories, including progress notes, radiology 

reports, discharge summaries, and more. Numerous healthcare professionals write these 

documents, therefore making navigation and comprehension of EMRs challenging [2-6]. 

According to statistics, on average, only 10% of the text in a patient’s EMR is relevant 

to the coding task, while the rest is redundant and potentially misleading, making manual 

coding time-consuming and prone to errors [7]. Therefore, an automated clinical text 

summarisation method that can generate a concise summary, highlighting valuable 
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information for clinical coders from vast documents in EMRs for their coding task, is 

much needed.  

In recent years, the development of large language models (LLMs) has demonstrated 

extraordinary capabilities in various natural language processing (NLP) tasks [8-10]. 

Previous studies on clinical text summarisation of chest X-ray reports [1, 2, 11] and 

echocardiography reports [12] have demonstrated domain adaptation of LLMs through 

fine-tuning. Recent works on generating the “Brief Hospital Course” (BHC) section in 

discharge summaries using Bidirectional Representations from Transformers (BERT) 

and Bidirectional and Auto-Regressive Transformers (BART) [4, 13] revealed that 

summarising a patient’s hospital course from EMRs is challenging due to the lengthy 

content and intricate variability across contributors and document structures in EMRs, 

which has made it difficult for models to capture the complex clinical structure and 

terminologies required for effective clinical summarisation [1, 2, 4, 14].   

This study investigated the potential for domain-specific adaptation of LLMs pre-

trained general domain knowledge and subsequently pre-trained related biomedical 

domain knowledge. Adaptation was achieved by fine-tuning the curated dataset from 

MIMIC-III [15-17]. It was hypothesised that LLMs pre-trained on data from related 

domains would exhibit better performance than LLMs pre-trained on general domain 

data, as pre-training on related domains equips the models with a deeper understanding 

of specialised terminology and document structure in clinical text.  

2. Methods 

2.1 Dataset 

This study collected de-identified free-text clinical notes from the MIMIC-III database 

[15-17]. This dataset consists of 2,083,180 distinct clinical notes from various categories, 

including healthcare provider reports and discharge summaries, from 53,423 admission 

events involving 38,597 patients in the Intensive Care Units of Beth Israel Deaconess 

Medical Center, USA, between 2001 and 2012 [15]. To enhance the fine-tuning process 

of the LLMs, extensive pre-processing and cleaning were undertaken to optimise the 

LLM’s learning efficiency. A labelled dataset of 18,316 EMR and BHC pairs was 

constructed, randomly divided into 85%, 10% and 5% for model training, validation and 

test set, respectively. 

From the discharge summaries in the MIMIC III dataset, regular expressions were 

applied to extract the BHC section as the true labels. The following sections were also 

extracted: Chief Complaint, Major Procedure, History of Present Illness, Physical Exam, 

Discharge Diagnosis and Discharge Disposition as these sections contain valuable 

information for the BHC summarisation [23].  

Table 1. The concatenated multi-document EMR structure in the curated clinical dataset from MIMIC III, as 

input for model training. 

Admission day: Reason of hospitalisation is {Chief Complaints}. History of present illness: {History of the 
Present Illness}. 

Day 1: Extracted sections from EMR  

Day 2: Extracted sections from EMR 

......  

Discharge day: Patient physical examination {Physical Exams}. Patient is diagnosed {Discharge 
diagnosis}, received {Major Procedure} in hospital. Patient is discharged to {Discharge Disposition}. 
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The EMR in the dataset is constructed to capture the daily narrative of a patient’s 

hospital stay, using regular expressions to extract representative sections from multiple 

clinical documents generated during the patient’s hospital course. These extracted texts 

were concatenated in chronological order from the admission day to the discharge day. 

Special characters used for de-identification were replaced with artificial identifiers 

through pseudonymisation. For example, ‘Ms. [**Known lastname**]’ is replaced with 

‘the patient’, and all the dates in the format of ‘[**2119-01-16**]’ is replaced by ‘Day 
X’ where ‘X’ represents the number of days since the admission date. The admission date 

itself is designated as ‘Day 1’. Additionally, the format of the EMRs was standardised 

by removing all the excessive existing line breaks and using new line breaks to separate 

each daily narrative.  

2.2 Model Selection and Adaptation 

In this study, domain-specific adaptation was explored via fine-tuning of BioMistral, 

currently (as of 14/03/2024) the best-performing open-source auto-regressive model at 

the 7B scale, which is pre-trained on bio-medical data [19], and Llama2 7B, which has 

demonstrated success in medical domain adaptation in several previous studies [11, 12, 

18]. Large language models at the 7B scale were chosen, as they can be fine-tuned with 

constrained computational resources, and inference tasks are feasible on consumer-grade 

GPUs. Proprietary models such as GPT-turbo and Gemini were excluded from this study 

because adapting these models required uploading confidential health data to a central 

server [12], which violated privacy regulations [15]. 

Parameter-efficient fine-tuning (PEFT) has been proven to increase the performance 

of clinical text summarisation for adapted pre-trained large language models [3, 11, 12]. 

Quantised Low Rank Adaptation (QLoRA) was used to fine-tune the selected open-

source LLM. QLoRA achieves comparable fine-tuning results to standard Low Rank 

Adaptation (LoRA) but significantly reduces the computational resources required 

through the 4-bit quantisation of the LLM [20]. Zero-shot prompting was used to 

combine the input EMR in the dataset with a specific prompt format and parsed it to 

selected models for BHC generation. This served as a baseline performance to evaluate 

the fine-tuned model performance.  

In-context learning (ICL), another popular adaption method, is unsuitable for this 

study due to the maximum input token length limitation. Furthermore, previous studies 

have demonstrated that QLoRA results in better improvements in LLM performance 

compared to ICL [2, 12].  

2.3 Evaluation  

The model performance was evaluated using three metrics from the Recall-Oriented 

Understudy for Gisting Evaluation [21] (ROUGE): ROUGE-L, ROUGE-1 and ROUGE-

2 for syntactic overlapping, and BERT-Score [22] for semantic similarity through BERT 

embedding.  

B. Bi et al. / Adapting LLMs for Automated Summarisation of Electronic Medical Records26



 

Both adapted models displayed better performance compared to their base models and 

demonstrated similar performance improvements after fine-tuning across all four 

metrics. In domain-adapted models, BioMistral demonstrated superior performance 

compared to the Llama2 model on all evaluated metrics after fine-tuning, particularly on 

the ROUGE metrics.  

4. Discussion 

The experiments revealed that the improvement in clinical text summarisation 

performance of domain-adapted LLMs depends on the performance of the base model. 

LLMs pre-trained on data closely related to the specific domain targeted for adaptation 

exhibited better performance after fine-tuning adaptation. This finding highlights the 

potential benefits of selecting LLMs pre-trained on biomedical or clinical data for further 

adaptation for downstream tasks in clinical applications. BioMistral, currently the best-

performing open-source LLM pre-trained on biomedical data, demonstrated greater 

superiority in ROUGE metrics than the BERT-Score. ROUGE-1 measures the overlap 

of individual words, thereby assessing the coverage of specific medical jargon, such as 

treatment or diagnosis. The ROUGE-L measures how well sequential information is 

maintained via the longest common subsequence, reflecting the accuracy of 

chronological events in clinical narratives. This suggests that the BioMistral model is 

better at generating summaries that are more closely aligned with those written by 

physicians due to its pre-training on biomedical data. This in turn enables the BioMistral 

model to effectively capture the specialised terminology and clinical narrative structure 

in the fine-tuning dataset. Conversely, the Llama2 model, pre-trained on generalised 

data, is less capable of adapting to the medical jargon and underlying narrative structures 

of clinical EMRs during fine-tuning. This observation supports the hypothesis that pre-

training in a specific domain significantly enhances a LLM’s performance when 

subsequently fine-tuned to tasks in related domains. 

The study demonstrated that domain adaptation through fine-tuning is an effective 

method for significantly enhancing the performance of pre-trained LLMs in clinical NLP 

tasks, both syntactically and semantically. A similar result is also illustrated in a 

benchmark study on generating BHC from discharge summaries using domain-adapted 

LLMs [23]. However, similarity metrics do not fully capture alignment with expert 

3. Results 

Figure 1. Different model performance across Bert-Score and Rouge metrics. 
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preferences due to the intricate nature of medical text. Consequently, automated BHC 

summarisation should serve as an assistive tool for healthcare professionals, as their 

critical role in evaluation remains indispensable.  

Limitations in the study are acknowledged. Due to time constraints, the adaptation 

of LLMs could not be explored with greater context length, which is ideal for processing 

the lengthy content of EMRs. The data pre-processing work takes inspiration from 

relevant studies, which addressed this issue through content extraction of clinical notes 

[4] and a day-to-day [13] approach to generating BHC. Additionally, both studies 

revealed a lack of high-quality datasets available for clinical text summarisation. Future 

work aims to 1) construct a more robust dataset that emphasises the relationship between 

EMRs and hospital course summaries. 2) extend the context window of LLMs to provide 

more information as input. The emerging state space architecture model, Mamba [24], 

shows promising performance in processing long sequences, such as EMRs and other 

medical documentation, and could be an alternative to transformer-based models in 

clinical text summarisation tasks; 3) include a clinician evaluation study to align model 

outputs with experts’ preferences.  

5. Conclusions 

This study evaluated the clinical text summarisation potential of domain-adapted pre-

trained, open-source LLMs through QLoRA fine-tuning on a curated MIMIC III dataset 

containing EMR and BHC pairs. Fine-tuning an LLM pre-trained in the biomedical 

domain for automated hospital course summarisation can serve as an assistive tool for 

clinical coders to reduce their workload.   
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