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Abstract. Introduction: To support research projects that require medical data 
from multiple sites is one of the goals of the German Medical Informatics Initiative 
(MII). The data integration centers (DIC) at university medical centers in Germany 
provide patient data via FHIR® in compliance with the MII core data set (CDS). 
Requirements for data protection and other legal bases for processing prefer 
decentralized processing of the relevant data in the DICs and the subsequent 
exchange of aggregated results for cross-site evaluation. Methods: Requirements 
from clinical experts were obtained in the context of the MII use case 
INTERPOLAR. A software architecture was then developed, modeled using 
3LGM², finally implemented and published in a github repository. Results: With 
the CDS tool chain, we have created software components for decentralized 
processing on the basis of the MII CDS. The CDS tool chain requires access to a 
local FHIR endpoint and then transfers the data to an SQL database. This is accessed 
by the DataProcessor component, which performs calculations with the help of rules 
(input repo) and writes the results back to the database. The CDS tool chain also has 
a frontend module (REDCap), which is used to display the output data and 
calculated results, and allows verification, evaluation, comments and other 
responses. This feedback is also persisted in the database and is available for further 
use, analysis or data sharing in the future. Discussion: Other solutions are 
conceivable. Our solution utilizes the advantages of an SQL database. This enables 
flexible and direct processing of the stored data using established analysis methods. 
Due to the modularization, adjustments can be made so that it can be used in other 
projects. We are planning further developments to support pseudonymization and 
data sharing. Initial experience is being gathered. An evaluation is pending and 
planned. 
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1. Introduction 

The German Medical Informatics Initiative (MII) aims to promote digitalization in the 
healthcare sector [1, 2]. One of these aims is to make data collected in patient care 
available for research projects. To this end, data integration centers (DIC) were set up at 
university medical centers in Germany starting in 2018 [3]. The DICs enable access to 
the patient data available at distributed locations. One of their tasks is to map the patient 
data available in the heterogeneous primary systems to the core data set (CDS) [4] of the 
MII [5] and making it available via a FHIR® endpoint in the MII infrastructure [6–8]. 
This is a necessary prerequisite for carrying out distributed research projects. We assume 
the regulatory constraints like federal states hospital laws, GDPR [9], MII Broad Consent 
[10], etc. are fulfilled as they are not focus of this paper. In the following, we also assume 
that the decentralized processing of patient data is helpful given the background of the 
legal bases and that decentralized processing of selected patient data is possible within 
the context of  cross-site research projects.  

Patient data recorded during treatment in hospital and processed by the DIC into the 
MII CDS may not be sufficient on its own, which means (research) data (e.g. scores, cut-
of points for specific values, etc.) calculated by algorithms on the basis of this data should 
be verified and evaluated by clinical researchers. This means that it may be necessary to 
record additional characteristics or to record feedback on calculated data, e.g. using 
electronic data capture (EDC) applications such as REDCap [11], OpenClinica, etc. 

If the data processed as part of the research project is available on site, it must be 
distributed in a technically suitable, legally permitted, data protection-compliant manner, 
e.g. in the form of anonymous aggregates or using data sharing procedures such as 
DataSHIELD [12], Personal Health Train [13], etc., which is out of scope of this article 
and will be addressed in the course of the project. 

The aim of this work is to introduce an IT system that receives MII CDS-compliant 
patient data provided by the DIC in a FHIR endpoint and processes it in a modular 
fashion. In addition, the calculated results can be presented and supplemented in the 
context of patient data from the health care provider. 

2. Methods 

Our work is conducted within the framework of the multi-center MII use case project 
INTERPOLAR [14, 15]. We therefore had the opportunity to obtain expert input from 
physicians, pharmacists, pharmacologists and clinical researchers by means of surveys, 
questionnaires, focus group meetings and interviews. 

Potential solutions were developed within the IT team, evaluated on the basis of 
defined criteria using a decision matrix and then the final decision for the technical 
implementation was made. 

We modeled the IT-architecture of the technical solution using the 3-level graph-
based metamodel (3LGM²) [16] and the associated 3LGM² tool [17, 18]. This allowed 
us to model the functions to be supported and the required information objects (domain 
layer), the application systems and their interfaces with each other (logical tool layer) 
and the physical or virtual data processing systems including communication links 
(physical tool layer). In addition, the relationships between the elements of the different 
layers could be modeled. 
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Software development, which is not finalized, is based on an agile approach with 

weekly SPRINTs. The code is managed in github and is public available in the 

INTERPOLAR repository [19]. The repository contains documented toml files that 

allow the CDS tool chain components to be configured. The modularization also makes 

it possible to replace components with your own. Mockups and prototypes are used as 

proofs of concept and for feedback from users, for bug fixing, refinement and further 

development. 

3. Results 

We have created a software architecture called the “Core Data Set tool chain” in short 

“CDS tool chain”, which takes into account the requirements mentioned in the 

introduction and present it below. The graphic of the logical tool layer from the model 

provides an overview, see Figure 1. 

The model file is also in the repository and can be viewed even without the 3LGM² 

tool by means of representations in the repository wiki [19]. 

 

When applying our CDS tool chain, we assume that FHIR resources can be queried 

via an FHIR endpoint in accordance with the specification of the core data set (CDS) of 

the MII (1). This endpoint is configured in CDS2DB, together with filter criteria (FHIR 

Search or list of patient IDs) to select the relevant cases and patients. CDS2DB retrieves 

them, transforms the structured FHIR resources into flat tables based on a specification 

(table description) using the R [20] package fhircrackr [21] and writes the result to the 

CDS_HUB database (scheme cds2db_in) (2). This allows access to the data using SQL 

and reduces the effort required for further processing. Apart from the transfer from the 

Figure 1. "Core Data Set tool chain” architecture. Component diagram modeled in 3LGM² (logical tool layer):

application systems (rounded rectangles) are connected (arrows) via providing (triangles) and invoking

(circles) interfaces. Storage of information objects in a certain application system is indicated with yellow 

barrels. The numbers on the connecting arrows represent a typical processing sequence. The entries in brackets

are assigned software products or artifacts. 
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CDS FHIR representation to flat tables, no changes are made to the content of the data 
up to this step. This is important to know if only the presentation without further 
processing is desired or permitted.  

Such processing can optionally be carried out by the DataProcessor. This component 
can be used to validate, harmonize or enrich the content of the data, as well as for any 
other processing (3). The DataProcessor component operates in combination with 
parameter sets from a separate Input-Repo. These can be assignments to classifications, 
such as LOINC mappings or lists of characteristic combinations provided using tables, 
or rules for calculating scores or checking the data for defined combinations of existing 
characteristics. Further calculation modules will be added in the future, but can 
principally also be custom made. The results produced are written back to the database 
(scheme dataprocessor_in) (4).  

The data filtered for a project and the values computed from it can be presented in a 
suitable application system (frontend). We chose REDCap as the frontend for our current 
development because it has a well-documented API and suitable libraries in R [22]. In 
addition, there is solid experience with it in the IT team as well as in the MII community 
and even if a project requires data from patients (Patient Reported Outcome Messages, 
PROM), this can be supported in the future. However, other EDC applications are also 
conceivable, including user interfaces developed in-house, which are connected via a 
modified DB2Frontend component or directly via SQL.  

The DB2Frontend component is currently optimized for the connection of REDCap. 
This reads provided data from the database (scheme db2frontend_out) (5) and uses the 
aforementioned REDCap API to fill in forms or generate dashboards previously created 
for the project (6). To get an impression, some forms are already part of the 
documentation in the repository wiki. Human actors can view and supplement the forms 
with feedback (validation, comments, additions, etc.) and send them back via the 
frontend's form logic. DB2Frontend retrieves sent form data (7) and plays it back into 
the database (scheme db2frontend_in) for further use or analysis (8). 

The CDS tool chain is available in the github repository. Using yml and toml files, 
it can be configured and deployed container-based via Docker (compose) for easy 
installation. Further development of the components will continue as part of the 
INTERPOLAR project and the documentation (github pages) will be expanded 
accordingly. Feature requests and bug reports are welcome via github issues.  

4. Discussion and Outlook 

We are aware that there are other possible solutions for the requirements described above. 
SMART on FHIR [23], FHIRBase [24], Phenomen [25], REDCap CDIS [26] and others 
like future SQLonFHIR [27] are conceivable. We deliberately opted for a solution with 
an SQL database as the data hub and R as programming language in accordance with our 
decision matrix. It enables the flexible and direct processing of the data stored there using 
established analysis methods without further transformations. We also wanted to use 
tried-and-tested techniques that were familiar to the existing development team so that 
we could get started as quickly as possible and without further training. We call it a "hub" 
because the database is structured in such a way that it provides an input and output 
schema for each module, which act as interfaces. 

For the extract, transform and load (ETL) part (step 1 and 2), we decided to use 
fhircracker rather than other solutions like FhirExtinguisher [28] because it is written in 
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the R programming language and integrates well with our other software modules. The 
use of fhircrackr during ETL, that is at the start of processing, has the advantage that the 
data is then available in tabular form in the CDS_HUB and can be processed directly by 
analysis scripts. Otherwise, fhircrackr would have to be called before each processing. 

     Our approach has limitations, e.g. the transformation of FHIR into flat tables with 
fhircrackr can lead to deeply nested information not being taken into account. This can 
be managed with knowledge of the existing data and the data relevant to the project 
defined in the CDS2DB table description [29]. Another point is that in the architecture 
model of the CDS tool chain (Figure 1) we assign software products or artifacts (in 
brackets) to the application systems (rounded rectangles). From the perspective of the 
model, these are interchangeable. In practice, however, this can entail additional effort. 
For example, the software product Blaze, which implements the application system 
'FHIR Server', could be replaced by another FHIR Server with little effort. Others may 
require more effort, which we may take into account in future development. 

Additional components may be required, e.g. if the data processed from the FHIR 
endpoint is pseudonymized but must be displayed un-pseudonymized in the frontend so 
that clinical staff can assign the patients. In this case, interaction with a trustee can be 
considered and implemented in DB2Frontend. 

If the resulting data is to be shared across location and project boundaries, a re-
transformation to FHIR can be reasonable. To this end, we are planning to expand the 
CDS tool chain to include components that perform pseudonymization with the 
connection of a trusted third party and enable further processing steps such as 
anonymization, aggregation or data sharing using DataSHIELD. The first releases of the 
CDS tool chain are currently being tested by the DICs participating in the INTERPOLAR 
project. A subsequent evaluation and presentation of the results is planned. 

In principle, our approach can be used by other projects that require data from a 
FHIR endpoint and process it in tabular form after appropriate adaptation. It is intended 
that (project-specific) processing rules are made available to the DataProcessor in the 
Input-Repo. In order to make the processed data available to the frontend and to write 
back feedback, corresponding forms must be designed in the frontend and DB2Frontend 
must be adapted accordingly. 
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