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Abstract. Effectively identifying deviations in real-world medical time-series data 
is a critical endeavor, essential for early surveillance of disease outbreaks. This 
paper demonstrates the integration of time-series anomaly detection techniques to 
develop surveillance systems for disease outbreaks. Utilizing data from Sweden's 
telephone counseling service (1177), we first illustrate the trends in physical and 
mental symptoms recorded as contact reasons, offering valuable insights for 
outbreak detection. Subsequently, an advanced anomaly detection technique is 
applied incrementally to these time-series symptoms as univariate and multivariate 
approaches to assess the effectiveness of a machine learning-based method on 
early detection of the COVID-19 outbreak. 

Keywords. Anomaly detection, Anomaly transformer, COVID-19 pandemic, 
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1. Introduction 

Recent advances in technology allow for collecting large amounts of data over time in 
healthcare [1]. This capability is crucial for effective surveillance of disease outbreaks, 
as it enables the detection of subtle trends and patterns that may indicate emerging 
threats. Longitudinal data allows for the identification of seasonal variations, 
geographic hotspots, and demographic disparities in disease prevalence, aiding in 
targeted intervention strategies. In addition, harnessing the power of cutting-edge 
artificial intelligence, further enhances the ability to analyze large datasets efficiently, 
leading to more timely and accurate disease surveillance [2]. When considering disease 
outbreaks as an event of interest, anomaly detection stands as a pivotal method. 

Anomaly detection, by enabling the timely identification of unusual patterns or 
deviations from expected norms in epidemiological data, plays a significant role in the 
surveillance of disease outbreaks [3]. Leveraging various statistical and machine 
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learning techniques, anomaly detection algorithms sift through large volumes of data to 
identify abnormal occurrences indicative of potential disease outbreaks [4]. These 
anomalies could manifest as unexpected spikes in reported cases, unusual geographic 
distributions, or atypical symptom profiles. By detecting these deviations early on, 
public health authorities can swiftly initiate targeted interventions, such as increased 
surveillance, resource allocation, or public health messaging, to mitigate the spread of 
infectious diseases and minimize their impact on public health [5]. 

Unsupervised anomaly detection techniques are extensively explored as a practical 
solution to real-world problems because of the unpredictable nature of anomalous 
events. Unsupervised time series anomaly detection can be classified into two main 
categories known as univariate and multivariate approaches, each of which can be 
point-wise or subsequence-wise [6]. Numerous methodologies are available for time 
series anomaly detection, ranging from traditional statistical methods to sophisticated 
machine learning algorithms such as isolation forests [7], autoencoders [8], copula-
based outlier detectors [9], graph neural networks (GNNs) [10], generative adversarial 
networks (GANs) [11], and anomaly transformers [12], etc.  

In the context of disease outbreaks, it is paramount to address both univariate and 
multivariate scenarios; while anomalies might not be evident in individual symptoms 
within a univariate signal, the overall multivariate signal might exhibit abnormalities, 
or vice versa. Although an effective multivariate anomaly detection model should 
ideally include separate univariate analyses, different models have different biases and 
it has been shown that these models can fail to capture these anomalies in univariate 
subspaces [13]. In this paper, as preliminary research, we emphasize the importance of 
monitoring uni-multivariate signals to ensure a comprehensive understanding and 
detection of disease outbreaks. The rest of the paper is organized as follows. Sections 2 
and 3 describe the framework proposed for surveillance of disease outbreaks and the 
experiments, respectively. In Section 4, we conclude the paper by presenting our future 
work. 

2. Methodology 

We propose an incremental learning approach aimed at detecting anomalies within time 
series data, with a specific focus on the early identification of disease outbreaks. The 
process involves continuously updating the understanding of the model of normal 
patterns as new data arrives, enabling real-time detection of deviations from expected 
behavior. This approach allows the system to adapt dynamically to evolving trends and 
anomalies. Figure 1 illustrates the proposed framework, which leverages both 
univariate and multivariate anomaly detection models in combination. 

As shown in Figure 1, in a scenario of incremental learning, the anomaly detection 
model (Anomaly Transformer [12]) is initially trained using a subset of data (two 
months), allowing it to grasp the normal and anomaly patterns within the temporal data. 
Subsequently, the model is iteratively retrained and tested using additional data 
(spanning one week) which is incorporated into the analysis. This iterative process 
continues until the entire dataset has been utilized. The overarching objective is to 
enable the timely detection of disease outbreaks, leveraging the gradual accumulation 
of data to enhance the sensitivity of the model to emerging anomalies within the 
temporal dynamics of the observed phenomena. This methodological framework 
underscores a systematic and data-driven approach towards proactive disease 
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surveillance and early intervention strategies. In this section, the dataset, mathematical 
notation, and time series anomaly detection model are discussed. 

 
Figure 1. The proposed framework for the surveillance of disease outbreaks. 

2.1. Dataset 

The data is the calling data to the 1177 hotline, the Swedish Healthcare Guide phone 
line which provides medical advice on care and illnesses3. The variable Contact Reason 
is the main variable of interest in this study, which includes 190 symptoms ranging 
from common issues such as cough (adult/child), fever (adult/child), bloody cough, 
chest pain, abdominal pain (adult/child), chest pain, sleep problems. Currently, these 
symptoms are manually recorded by a healthcare professional. The dataset spans from 
January 1st, 2019, to June 3rd, 2021, encompassing the period of heightened activity 
related to the coronavirus pandemic. 

2.2. Mathematical notation and time-series anomaly detection model 

The mathematical notation of incremental anomaly detection in univariate and 
multivariate scenarios in our framework can be described as follows.  
Univariate Framework: Let ��(�) denote the temporal signal for symptom  � at time � 
where � = �1,2, … ,�� and � = �1,2, … ,��. Let 	�(�) represent if symptom  � at time � 
is an anomaly or not. In initialization step, for the initial dataset 

�(����, ��, ��, … , ��), 	�
�� = �� ��
��� where (�, �) ∈ 
�[����, ��]. The function 
� represents the anomaly detection algorithm, which takes a dataset as input and 
returns whether each data point is an anomaly or not. For each subsequent time window  

 
3 For further details, please refer to the Inera website (https://www.inera.se/tjanster/1177/). 
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Figure 2. KDE plots illustrating the concatenated anomaly estimation in the incrementally learning using our 

framework on 1177 symptoms dataset. Left: Five randomly selected anomaly estimation results using 

univariate symptoms, and Right: anomaly estimation results using multivariate framework. 
 

 

�������, 	�, 	�, … , 	�� , �� 
 ���� ∪ ��  and ����� 
 �� ������  where ��, �� ∈
�������, 	��.  
 

Multivariate Framework: Let ���� denote the multivariate temporal signal at time � 

where ���� 
 � ������ and � 
 �1,2, … , ��. Let ���� show that if there is an anomaly 

at time � or not. In initialization step, for the initial dataset �������, 	�, 	�, … , 	��, 

���� 
 �� �����  where ��, �� ∈ �������, 	�� . Same as before, the function � 

represents the anomaly detection algorithm. For each subsequent time window 

�������, 	�, 	�, … , 	��,�� 
 ���� ∪ �� and ���� 
 �� ����� where � ∈ ��������.  
We implemented our framework utilizing one of the state-of-the-art methods 

known as Anomaly Transformers [12]. Anomaly Transformer has adapted the 

transformers to perform unsupervised anomaly detection in the time series. The model 

uses the self-attention map to detect temporal associations, and an adjacent-

concentration prior to take into account the rarity of anomalies as well as the fact that 

adjacent time points share similar abnormal patterns. In our framework, the time series 

anomaly detection mentioned as �  is an Anomaly Transformer. In the model 

configuration, a sequence length of 24 hours and a stride of 1 are employed, along with 

three anomaly transformer blocks each featuring eight heads, while the dataset for 

training is estimated to have an anomaly ratio of 0.001. 

3. Results 

The kernel density estimate (KDE) plots of estimated anomalies illustrating the 

outcomes derived from our dataset, encompassing both univariate and multivariate 

scenarios within our incremental learning-based framework (refer to Figure 1), are 

presented in Figure 2. All the steps are concatenated to be shown in one plot. These 

results demonstrate how anomalies in the frequency of particular symptoms (five 

randomly selected) and their combined analysis in the multivariate context can 

effectively detect the emergence of significant COVID-19 peaks. Our subsequent 

endeavor involves leveraging domain expertise to interpret additional abnormalities. 
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4. Conclusion and Future Work 

Anomaly detection frameworks can adapt dynamically to evolving epidemiological 
landscapes, enhancing their effectiveness in detecting emerging threats and supporting 
proactive decision-making in disease surveillance and control efforts. In this paper, we 
propose a uni-multivariate anomaly detection framework based on time series signals 
of symptoms. The framework aims to update the model by training it on the incoming 
observations, computing scores, and estimating anomalies. In future work, we will 
focus on incorporating spatiotemporal signals [14] into the framework to consider 
subgroups defined by space, time, and population characteristics in disease surveillance. 
This expansion aims to enhance the accuracy of the surveillance efforts by integrating 
geographic and demographic dimensions to detect and respond to emerging health 
threats more effectively. We will also leverage expert knowledge to interpret the results 
of the models to identify both seasonal and non-seasonal anomalies. By combining 
advanced modeling techniques with expert insights, we aim to develop systems to 
address emerging health threats promptly and effectively. 
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