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Abstract. Vantage6, a powerful platform for privacy-preserving analysis in the life-

sciences domain, employs Docker in its data nodes when performing tasks like 
federated learning. This tight bond to Docker poses challenges on infrastructure 

security, efficient computing resources usage, and integration of alternative 

container technologies. To overcome these challenges, we explored the integration 
of Kubernetes into vantage6 through a Proof-of-Concept (PoC) approach. The PoC 

designed and implemented a Kubernetes-based architecture for vantage6, which can 

be easily deployed on a single machine or a cluster. This PoC serves as the reference 
to accelerate the adoption of Kubernetes in vantage6. 
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1. Introduction 

Vantage6 or V6 [1] is a platform designed to facilitate privacy-enhancing techniques, 

such as federated learning (FL), for safeguarding data privacy in medical data analysis. 

In V6 a server orchestrates the entire process, managing tasks, algorithms, and results. 

The V6 Nodes, running on the organizations that host the data, autonomously execute 

Docker image-based algorithms on their local data and communicate intermediate results 

back through the V6 Server. This tight coupling between the V6 Node and Docker has 

raised concerns within the research community relying on this platform. First, some 

organizations are hesitant to enable a Docker daemon on their infrastructure due to 

security concerns associated with the root privileges it needs. Second, it limits the 

possibility of using alternative container technologies for the algorithms, some of which 

are more tailored to scientific applications, such as Singularity [2]. Third, it makes the 

algorithms run on a V6 Node constrained to the locally available computing resources 

(e.g., GPU). To overcome these challenges, we have explored the integration of 

Kubernetes with vantage6.  

2. Methods and Results 

V6's client-server architecture involves sophisticated mechanisms for task processing, 

data access, and algorithm execution across distributed environments. Consequently, 
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making a major refactoring on the platform architecture, in this case, a transition from 

an ad-hoc container orchestration model to a Kubernetes-based one, poses significant 

challenges and risks. Given this and considering the principles of experimentation in 

software engineering [3], a proof-of-concept (PoC) approach was adopted to validate the 

feasibility of the alternative architecture in a controlled environment. This way, the PoC 

served as a bridge between the original concept, the requirements elicited from the 

community, and the eventual implementation as an official project branch. Thus, we 

designed the Kubernetes-based architecture of V6 Node (Fig. 1) and implemented its

PoC (https://github.com/vantage6/v6-on-kubernetes-PoC).

Figure 1. Kubernetes-based architecture of V6 Node and the two ways of deployment: within a conventional

host (left) or on a Kubernetes cluster (right).

3. Discussions and Conclusions

The PoC architecture can be deployed either on a single machine or on an existing 

Kubernetes cluster, which overcomes some of the V6 limitations. First, it enables a more 

efficient distribution of the high-performance computing resources available in hospitals 

and medical research institutions. Moreover, it reduces the complexity of node-to-node 

communication across separate institutions and improves the compatibility with OCI-

compliant images when employing V6 on FL-supported research endeavors. Finally, by 

delegating V6’s container orchestration concerns to Kubernetes, the essential complexity 

of the platform on the node side was reduced significantly, thereby improving modularity

and maintainability. The PoC is going to be used as a reference for enhancing vantage6 

with Kubernetes.
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