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Abstract. Health literacy empowers people to access, understand and apply health 
information to effectively manage their own health and to be an active participant 

in healthcare decisions. In this paper we propose a conceptual model for cognitive 

factors affecting health literacy and related socioeconomic aspects. Then we develop 
the HEALIE Knowledge Graph to represent the model, drawing from various 

medical ontologies, resources, and insights from domain experts. Finally, we 

combine the Knowledge Graph with a Large Language Model to generate 
personalised medical content and showcase the results through an example. 
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1. Introduction 

Patient empowerment is strongly affected by heath literacy, i.e., the patient's capacity to 

navigate healthcare systems, make informed decisions, and engage effectively in 

promoting personal and community health [1]. Even healthcare and wellness apps and 

printed medical informational material contain content that almost never meets the 

minimum readability and comprehensibility requirements. This paper focuses on 

personalised medical content delivery to support patient empowerment. The aim is to 

assist patients to better grasp the relevance of the content to their specific health 

conditions, lifestyle, and background (e.g. problem-solving skills, resilience, emotional 

regulation, control, gender, cultural background, income level etc.). To this end, we 

propose and develop HEALIE (HEALth Information Enhancement), a Knowledge 

Graph-enabled, personalised medical content generation system that leverages Large 
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Language Models (LLMs). The main contributions of this work are a) a conceptual 
mapping approach to integrate cognitive competencies and socio-economic 

determinants of health literacy, building upon a widely adopted health literacy model, b) 

the design and development of the HEALIE Knowledge Graph (KG), c) methods for 

the retrieval of  necessary information from the KG (factors relevant to health literacy 

that affect medical content generation) and d) both template-based and Large 
Language Model (LLM) enabled content generation through an example. 

2. The HEALIE model  

We build on the integrated conceptual model established by Sørensen and colleagues [2], 

which  consolidates comprehensive evidence-based dimensions of health literacy. The 

model’s four dimensions cover four fundamental aspects for effective health literacy:  

Accessing, Understanding, Appraising, and Applying information. In this work, we focus 

only on mapping the Understand (comprehending and processing health knowledge 

effectively) and Appraise dimension (critical assessment and evaluation of information 

for relevance, reliability, and credibility), since the other two dimensions involve 

circumstances out of scope for our work. Our model adds specific cognitive factors to 

build upon Sørensen’s model, which does not provide a break-down of certain skills to 

elevate health literacy. Cognitive factors are characteristics of an individual that affect 

performance and learning. To capture more fine-grained health literacy elements, the 

Psychology Lab team assessed the literature and selected a series of cognitive factors 

that are connected to each dimension. The importance of each factor has also been ranked 

and incorporated into the model in the form of weights.  

3. The HEALIE Knowledge Graph and Personalised Content Generation  

The HEALIE Knowledge Graph, as seen in Figure 1, implements the HEALIE model, 

providing a multimodal representation of clinical entities, cognitive factors, social 

determinants of health and elements to determine the generation of personalised health 

content. For example, for an elderly person with lower health literacy skills, we will 

replace the term “hematological cancer” to “blood cancer and due to the decline of 

various memory-related cognitive skills, we will repeat basic information multiple times 

and offer a bullet-point summary. The KG’s development involved: a) Literature Review 
and Available Data Resources Mapping., b) Conceptual Model Creation comprising 102 

nodes, 405 properties, 272 relationships) organized in 5 Node Clusters: Clinical Data, 

Patient Profile, Social Determinants of Health (SDoH), Cognitive Factors, Text 

Generation. and c) KG Instatiation.  

Personalised Content Generation. Neo4j was used to store the HEALIE KG and 

navigate it in order to extract the appropriate information for each use case. Initially, for 

the automatic content creation, we used a template-based NLG software (RosaeNLG) 

that uses predefined text templates, bespoke rules and placeholders where the tailored 

information from the KG is inserted. Aiming for a more sophisticated content output, we 

switched to Retrieval Augmented Generation (RAG), an Artificial Intelligence 

framework (Langchain) that combines LLMs (ChatGPT-4) and external knowledge 

bases to improve the quality and accuracy of the generated content. 
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4. Pathways for Patient Understanding: Otto’s Use Case

4.1. Graph Processing and Content Generation
A RAG framework is used to process the HEALIE KG, gather the relevant information 

and finally automatically create personalized content based on templates provided by 

domain experts, throughout a series of distinct steps. First we create a system that can 

understand a user’s natural language question, turn it into a query and run it within the 

KG. Generating accurate KG queries from natural language, particularly for complex 

graph structures, involves several challenges discussed in Section 6.

Figure 1. Example of Paths in the HEALIE Knowledge Graph.

Thus we provide the language model with detailed information about the graph's 

structure and possible query scenarios (Figure 2a). Using a structured script, we ask 

natural language questions to extract key health-related information from the HEALIE 

KG, aiming to get comprehensive insights into the patient’s disease details, cognitive 

assessments, and socio-economic factors affecting health literacy. After retrieving 

responses from the KG (Figure 2b), the system combines this information into a detailed 

text. Then, based on a template created by domain experts, the system crafts a final 

prompt for the ChatOpenAI model to generate accessible and informative health content

(Figure 2c). The generated content explains Otto's medical condition in simple terms 

and provides practical tips for managing his disease, as HEALIE is designed to empower 

patients in their healthcare journey. The expert-designed templates provide a strong 

foundation, showing the model's ability not just in generating queries but also in creating 

structured and informative responses to user questions.

4.2. Otto’s case (CLL older patient, low health literacy)
Patient profile. Otto, a 75-year-old retiree, is a middle school graduate who is diagnosed 

with Chronic Lymphocytic Leukemia with high levels of worry and uncertainty. Otto is 

handed out a leaflet for his condition to read in the comfort of his own home. 

KG processing to identify personalized information. First, we gather basic details 

about the CLL disease Otto has and his cognitive scores. Otto has a high Worry score 

and a low Certainty score. Experts recommend adding specific sentences to ease Otto's 

distress and help him understand better. Lastly, his health literacy level, age, and 

education determine the content's structure and style, such as using a larger font size for 

senior patients.

g p g
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Figure 2. a) Instructions, KG schema illustration and query examples (few-shot prompting), b) Generated 
query for "What is Otto's diagnosis, disease name, description and character, c) Final prompt combining all 

the results

Text generation through dynamic content. The queries add dynamic elements to our 

text generation, creating detailed narratives. Unlike fixed text templates, our new LLM 

approach turns KG queries into nuanced, context-rich text. Personalized vs generic 
medical content. For comparison, in Figure 3 three versions are juxtaposed: a) 
HEALIE’s LLM  generated tailored content,  b)  HEALIE’s  template-based  tailored

 content c) a generic text from Mayo Clinic’s website. 

Figure 3. a) LLM Generated Patient-Friendly Content Tailored to Otto’s needs b) Template Generated 
Patient-Friendly Content Tailored to Otto’s needs, c) simple-language content, as provided on Mayo Clinic’s 

website.

5. Related Work

A multitude of healthcare Knowledge Graphs have been developed, addressing various 

applications in healthcare, but also patient education focused on disease management [3], 

health promotion, lifestyle adjustments, medical Q&A services, alongside personalized 

health-related Knowledge KGs [4] that recommend information based on patient-stated 

preferences, fundamental literacy skills, and demographic divisions. Work has also been 

achieved towards representing personality and cultural characteristics in KGs [5]. Our 

approach distinguishes itself by considering more profound elements affecting a patient’s 

comprehension and engagement with the provided content, including cognitive 

competencies, socio-economic factors, and cultural insights. Natural language 

generation methods have been employed to generate medical and patient explanatory 

materials [6,7]. Following the introduction of LLMs, a surge of health-related generative-

AI solutions have emerged, lacking however in depth, accuracy and reliability [8,9].
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6. Conclusion and Further Work 

The HEALIE model leverages health psychology to help healthcare professionals 

provide personalized and empowering medical information to patients, which would be 

otherwise unrealistic to produce manually at a large scale. Our unique contribution to 

health informatics is developing a Knowledge Graph that combines cognitive and 

socioeconomic factors with natural language generation. One current limitation is the 

clinical information that relies heavily on existing datasets not developed for HEALIE’s 

purposes. Cognitive and literacy level-appropriate information is curated by the domain 

experts - a slow and difficult process to scale. The cultural competence dimension of the 

current KG version is limited and lacks nuance. In developing our HEALIE RAG process, 

we navigated significant challenges in dynamically generating Cypher queries from 

natural language inputs, specifically when incorporating node and relationship properties 

directly within queries. Our exploration of the available techniques revealed limitations 

in template parsing and the complexity of mapping nuanced language to specific graph 

elements. However, the specificity of the instructions, schema illustration, iterative 

refinement of the prompt templates and inclusion of query examples and node property 

categorizations, greatly boosted the results. HEALIE’s next iterations will focus on 

developing a user-friendly interface to process natural language requests. The HEALIE 

system will also be validated using benchmarking, evaluation metrics, and validation 

tools, tailored to the patient-facing healthcare domain [10]. Finally, future work could 

focus on validating the KG's factors and relationships in real-life scenarios with actual 

patients, followed by refining the weights in HEALIE's KG based on empirical findings. 
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