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Abstract. Significant developments are currently underway in the field of cancer 

research, particularly in Germany, regarding cancer registration and the use of 

medical information systems. The use of such systems contributes significantly to 
quality assurance and increased efficiency in data evaluation. The growing 

importance of artificial intelligence (AI) in cancer research is evident as these 

systems integrate AI for various purposes, i.e. to assist users in data analysis. This 
paper uses ensemble learning to classify the graphical user interface state of the 

medical information system CARESS. The results show that all ensemble learning 

models utilized achieved good performance. In particular, the gradient boosting 
algorithm performed the best with an accuracy of 97%. The results represent a 

starting point for further development of ensemble learning in medical data analysis, 

with the potential for integration into various applications such as recommender 
systems. 
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1. Introduction 

Research in the field of cancer care is currently undergoing development in Germany, 

particularly in the context of cancer registration and the associated use of medical 

information systems. A cancer registry is an organization that systematically collects, 

stores, analyses, interprets and publishes information on tumors and their treatment from 

hospitals, general practitioners and oncology centers [1]. 

The central role of modern medical information systems in cancer registries is 

essential to ensure data quality and increase the efficiency of data analyses. These 

systems contribute significantly to the quality assurance and validity of research data and 

form a pillar for advances in cancer care [2]. 

Medical data inherently presents a number of challenges due to its complexity, 

which has an impact on the preparation of analyses. As this complexity often overwhelms 
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users, a solution that provides potentially missing information in particular is required 

[2]. 

One possible solution could be the implementation of a recommender system. Such 

a system addresses the complexity by providing personalized help. This simplifies the 

onboarding process for new users and facilitates efficient navigation through the system. 

The first step of providing a recommender system to the user is to recognize and analyze 

the user’s activities and interactions in the software [3]. 

Due to the comprehensive nature of data analysis, medical information systems often 

have complex and extensive graphical user interfaces (GUI) that include various 

functions and modules. A GUI state refers to the specific configuration and appearance 

of elements within a graphical interface at a given moment. The GUI encapsulates the 

current visual and functional representation of an application or software, reflecting user 

interactions and system responses. Determining the exact state of the GUI based purely 

on programmatic logic can be difficult. 

One approach for recognizing the GUI state is the application of artificial 

intelligence (AI). Medical information systems already integrate AI for various purposes, 

including the assistance of users in analyzing data [4]. Machine learning models require 

a lot of data, but in the medical domain, collecting a sufficient amount of data is often a 

challenge. In addition, machine learning models tend to overfit when applied to such 

limited the amounts of data. 

For this reason, we will take a closer look at ensemble learning. Ensemble learning 

is a machine learning method in which multiple models are combined with the goal to 

improve classification accuracy and robustness. This method makes it possible to 

integrate different learned models to create a compact model [5]. For medical data in 

particular, Srivastava et al. [6] have shown that ensemble learning methods are better 

suited than conventional machine learning methods. 

Therefore, in the context of analyzing cancer registry data, ensemble learning offers 

a promising solution to overcome the challenges posed by the complexity and sensitivity 

of the data and the structure of cancer registries. Ensemble learning methods allow not 

only the replacement of learned models, but also the combination of these models to 

perform a more accurate analysis. As such, different methods of ensemble learning exist, 

and it needs to be determined which one is best suited to classify the current GUI state 

in a medical information system for cancer registers. 

In this paper, we aim to classify the current GUI state of the medical information 

system CARESS using Ensemble Learning. Contributions of this work include: 

� Comparison of ensemble learning methods suitable for classification, along 

with the use of different metrics to evaluate the performance of the models. 

� Examination of performance improvement of ensemble learning models 

through hyperparameter optimization. 

The remainder of this paper is structured as follows: In the next section, the 

methodology is examined in detail. The focus is on the individual steps to generate an 

ensemble learning model to classify the current GUI state. The results of the trained 

ensemble learning models are then presented in section 3. To evaluate the best model, 

the results are interpreted and discussed in section 4. An outlook for further work is also 

provided in this section. Finally, the section 5 summarizes the paper. 
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2. Methods 

As mentioned above, Srivastava et al. [6] compares the performance of ensemble 

learning versus conventional machine learning models and successfully demonstrated 

that ensemble learning is superior to machine learning models in classifying medical 

data. Among the various ensemble learning methods investigated, Random Forest and 

AdaBoost proved to be good methods for their use case. For this reason, we also use 

these two methods for our use case. Additionally, our own preparatory work for this 

paper has shown that gradient boosting appears to be also a promising method. In the 

following section, we will take a closer look at the implementation and training of these 

methods to create an ensemble learning model to classify a GUI state of a medical 

information system. 

Random Forest works by training numerous decision trees and making the 

prediction by majority voting on all trees. This increases the robustness of the model and 

reduces the risk of overfitting when compared to a single tree [5]. AdaBoost emphasizes 

the weighting of errors by training weak classifiers one by one, placing more weight on 

misclassified instances. This process enables the creation of an improved model, which 

is built with emphasis on the errors of the prior models [7]. Gradient Boosting builds an 

ensemble of decision trees sequentially, with each tree aiming to correct the errors of the 

previous ones. It optimizes a loss function by fitting each new tree to the residuals of the 

combined ensemble, resulting in a model with enhanced predictive accuracy [7]. 

The ensemble learning models are trained using supervised learning, which requires 

labeled data. The data was obtained from a study where different users had to create 

analyses in CARESS and can be found at Harvard Dataverse under the title Application 

of the clinical model with existing systems [8]. CARESS is a medical information system 

that is used in many cancer registries in Germany2. The dataset consists of a large number 

of extracted display events. A display event contains all information about the user 

interface, such as the position and text of a button element. This information must be 

specifically pre-processed in order to make it optimally usable for training. The available 

dataset contains a set of 12 different labels, with each label representing a unique GUI 

state. The data is pre-processed in such a way that only categorical features are extracted. 

Following this, the Countvectorizer method is used. The Countvectorizer method 

captures the frequency of extracted text features in a particular display event texts 

compared to the entire data collection [9]. This vectorization creates a numerical 

representation of the text data, which makes it possible for the ensemble learning model 

to capture semantic similarities between different display events. This step is crucial in 

order to create the basis for precise and meaningful models in the context of data analysis. 

After defining the ensemble learning methods and describing the structure of the data, 

the following step explains the modeling process in more detail. 

First, the data set was divided into training and test data in a 70/30 ratio. The models 

were then trained using the training data and evaluated using the test data set. Then 

metrics were introduced for the evaluations, such as Precision, Recall, F1-Score and 

Accuracy. These metrics are used to comprehensively evaluate the performance of the 

ensemble models. Precision measures the accuracy of positive predictions, Recall 

measures the sensitivity to true positives, and F1-Score measures the harmonic mean 

combination of Precision and Recall. Accuracy is a measure of how well a model handles 

the overall number of correct predictions in relation to the number of data points [10]. 

 
2 Lower Saxony, Hamburg, Bremen, Baden-Württemberg, Thuringia. 
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After evaluating the models, the next step is to optimize them. A proven approach 

for optimizing the models is the use of GridSearchCV (Grid Search Cross-Validation). 

This method systematically searches through different hyperparameter combinations to 

find the best possible settings for a model [11]. The best parameter combinations are then 

added to the model and re-evaluated to measure their performance. 

3. Results 

After explaining the steps to create an ensemble learning model for the given problem in 

section 2, this section is dedicated to analyzing the results to evaluate an optimal model. 

Table 1 presents the performance metrics of three machine learning models, namely 

Random Forest, AdaBoost, and Gradient Boosting, as well as their optimized versions 

marked with (*). The metrics evaluated are accuracy, precision, recall, and F1 score, each 

calculated as a weighted average considering the number of observed labels. 

The results show the effectiveness of the optimization process, as the optimized 

Random Forest model shows improvements in all metrics compared to its non-optimized 

counterpart. Similarly, the AdaBoost algorithm shows improved performance after 

optimization. The Gradient Boosting algorithm shows the highest improvement with 

optimization and achieves the best overall results for each metric measured. 

Table 1. Performance Metrics for Different Models (optimized models marked with (*)) 
 

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

Random Forest 94.3 93.9 93.1 93.5 

AdaBoost 92.6 91 91.5 91.1 

Gradient Boosting 94.3 93.3 93.3 93.1 

Random Forest (*) 94.4 94.4 94.3 94.4 

AdaBoost (*) 93.6 92.6 92.7 92.6 

Gradient Boosting (*) 97 94.8 97.1 95.8 

4. Discussion 

The non-optimized Random Forest model already performs well, but the optimization 

process leads to slight enhancements in all metrics, making it a reliable choice. 

AdaBoost, even in its non-optimized form, shows comparable results, and optimization 

further refines its performance. The two optimized models achieved values between 92.6 

and 94.4 in all metrics. 

However, it is the Gradient Boosting algorithm that stands out, both in its non-

optimized and optimized versions. This model consistently achieves the highest scores 

across all metrics, highlighting its suitability for classifying GUI states in the context of 

medical information systems. 

The optimized versions of the models show notable improvements across all 

evaluated metrics compared to their non-optimized counterparts. This emphasizes the 

importance of fine-tuning hyperparameters to maximize the potential of ensemble 

learning models. An accuracy of 97% indicates that almost all instances were correctly 
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classified by the Gradient Boosting model, highlighting its ability to accurately classify 

the GUI state. Overall, it can be concluded that all ensemble learning models utilized 

achieved excellent results. The optimized models appear to be suitable for reliably 

classifying the GUI state within medical information systems. 

5. Conclusions 

In summary, we have successfully shown that ensemble learning, in particular through 

the application of Gradient Boosting, is a promising approach for classifying the GUI 

state in medical information systems. The results of the comprehensive evaluation of the 

models based on commonly used metrics such as accuracy, precision, recall and F1-score 

underlines the effectiveness of ensemble learning in a medical context. 

The presented approach offers a basis to implement the first step of a recommender 

system as described in [3]. The results emphasize the effectiveness of hyperparameter 

optimization in enhancing the performance of ensemble learning models for GUI state 

classification. 

Future work may build upon this research and implement the next steps to develop 

a recommender system for a medical information system. 
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