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Abstract. This study explores the application of Retriever-Augmented Generation 
(RAG) in enhancing medical information retrieval from the PubMed database. By 

integrating RAG with Large Language Models (LLMs), we aim to improve the ac- 

curacy and relevance of medical information provided to healthcare professionals. 
Our evaluation on a labeled dataset of 1,000 queries demonstrates promising results 

in answer relevance, while highlighting areas for improvement in groundedness and 

context relevance. 
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1. Introduction 

The rapid advancement of medical knowledge challenges healthcare professionals to stay 

current with research findings and guidelines. Traditional information retrieval methods 

often struggle to effectively extract and formulate knowledge from document collections, 

leading to gaps in medical insight application. Retriever-Augmented Generation (RAG) 

with Large Language Models (LLMs) presents a promising solution to this issue. RAG 

combines retrieval systems with generative models to enhance the quality of the infor- 

mation retrieval [3]. Our study leverages RAG to improve medical information retrieval 

from a PubMed database [2], evaluating its effectiveness through metrics such as ground- 

edness, context relevance, and answer relevance on a dataset of 1,000 PubMed queries. 

The results show sensible answer relevance, highlighting RAG’s potential to bridge the 

gap between medical research and knowledge acquisition for medical personnel. 

2. Methods 

Our implementation2 focused on developing RAG systems to effectively update doctors’ 

knowledge. Our RAG model embeds chunks of our data collection into vectors using 

GPT-3.5, stores them in a vector database, and retrieves the most relevant chunks based 

on a query prompt. These chunks are then provided as context for answering the query. 

We employed a labeled dataset of 1,000 queries from PubMed to evaluate the 

performance of our model. The evaluation metrics included groundedness, context 

relevance, and answer relevance, which were computed using TruEra [1]. 

Groundedness measures the authenticity and accuracy of retrieved information, 

emphasizing the importance of credible sources for medical topics. The answers should 
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reflect current research findings. Contextual relevance assesses the system’s ability to 

understand query nuances and retrieve precise information, focusing on information 

specific to the query’s context. Answer relevance evaluates whether the answer is 

factually correct and addresses the core concern of the query, involving the generator’s 

skill in incorporating relevant information into a coherent and responsive answer. 

3. Results 

The evaluation results for the standard RAG model showed an answer relevance score 

of 0.87, indicating a high degree of accuracy in addressing the core concerns of the 

queries. However, the groundedness score of 0.52 suggests room for improvement in the 

authenticity and accuracy of the retrieved information. Context relevance scored 0.26, 

highlighting a need for better understanding of query nuances. We further investigated 

advanced RAG techniques such as Sentence Window Retrieval [4] and Auto-Merging 

Retrieval [3]. Surprisingly, these methods did not outperform the baseline system, with 

Sentence Window Retrieval achieving a groundedness score of 0.11 and a context 

relevance score of 0.12, while Auto-Merging Retrieval scored 0.26 in groundedness and 

0.23 in context relevance. This could be due to the nature of the PubMed dataset, where 

article excerpts are typically short and lack interconnectivity. The results indicate that 

while RAG shows promise in improving answer relevance in medical information 

retrieval, there is a need for further refinement in groundedness and context relevance. 

The lack of improvement with advanced RAG techniques suggests that further research 

is needed to optimize these methods for medical applications. 

4. Conclusions 

This study showcases the potential of Retriever-Augmented Generation (RAG) in 

enhancing medical information retrieval, crucial for healthcare professionals to keep 

pace with rapid advancements in medical research. Our results indicate significant 

answer relevance, demonstrating RAG’s ability to bridge the gap between extensive 

medical research and knowledge acquisition for medical personnel.  

However, there is room for improvement in groundedness and context relevance, 

essential for ensuring the accuracy and specificity of retrieved information. Future efforts 

should focus on refining these aspects to further optimize RAG’s performance in medical 

information retrieval. By addressing these challenges, we can advance towards pro- 

viding healthcare professionals with timely, accurate, and contextually relevant medical 

information, thereby improving clinical decision-making and patient care. 
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