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Abstract. Type 2 Diabetes (T2D) is a prevalent lifelong health condition. It is 

predicted that over 500 million adults will be diagnosed with T2D by 2040. T2D 
can develop at any age, and if it progresses, it may cause serious comorbidities. One 

of the most critical T2D-related comorbidities is Myocardial Infarction (MI), known 

as heart attack. MI is a life-threatening medical emergency, and it is important to 
predict it and intervene in a timely manner. The use of Machine Learning (ML) for 

clinical prediction is gaining pace, but the class imbalance in predictive models is a 

key challenge for establishing a trustworthy deployment of the technology. This may 
lead to bias and overfitting in the ML models, and it may cause misleading 

interpretations of the ML outputs. In our study, we showed how systematic use of 

Class Imbalance Handling (CIH) techniques may improve the performance of the 
ML models. We used the Connected Bradford dataset, consisting of over one million 

real-world health records. Three commonly used CIH techniques, Oversampling, 

Undersampling, and Class Weighting (CW) have been used for Naive Bayes (NB), 
Neural Network (NN), Random Forest (RF), Support Vector Machine (SVM), and 

Ensemble models. We report that CW overperforms among the other techniques 

with the highest Accuracy and F1 values of 0.9948 and 0.9556, respectively. 
Applying the most appropriate CIH techniques for the ML models using real-world 

healthcare data provides promising results for helping to reduce the risk of MI in 

patients with T2D. 
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1. Introduction 

Type 2 Diabetes (T2D) is a lifelong health condition in which the body is unable to 

regulate glucose levels, due to the body’s resistance to insulin or the pancreas not 

producing enough insulin [1]. As of 2021, nearly 250 million adults have lived with T2D, 

and its prevalence is increasing steadily [2]. T2D may occur at any age, and if not 

managed, continues to progress [3]. The progression of T2D may cause a range of serious 

comorbidities with one of the most critical being Myocardial Infarction (MI), known as 

heart attack [4]. MI is a medical emergency that occurs when the blood flow to the heart 

is suddenly blocked, posing life-threatening risks for the patient [5]. MI in T2D patients 

may occur at any time and is challenging to predict its occurrence in advance [3]. 
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Studies show that early interventions may reduce or prevent the risk of MI in patients 

with T2D [6]. Making credible predictions is crucial for early interventions, and there 

are various clinical methodologies to predict and manage the risk of MI [7]. In the UK, 

the National Health Service (NHS) and National Institute for Health and Care Excellence 

(NICE) have published guidelines for early diagnosis and treatment methods [5]. 

However, early prediction and effective management of MI risk remain challenging, and 

the use of supplementary tools can potentially be beneficial in overcoming this challenge. 

Since the early 2010s, AI’s promising results in healthcare have increased its use in 

predicting MI among T2D patients using various Machine Learning (ML) models. [8]. 

Despite its potential, leveraging AI in healthcare poses clinical, technical and 

organizational challenges, particularly with real-world health datasets [8]. Data 

imbalance, where certain classes are over or underrepresented, is inevitable in these 

datasets, potentially leading to biased or overfitted ML models [9]. Addressing this issue, 

our study investigates class imbalance using different techniques and develops a 

predictive AI-based model for the risk of developing MI in patients with T2D. 

2. Methods 

2.1. Data Preprocessing 

In our study, the RStudio-Caret Package has been employed for data preprocessing, class 

imbalance handling, ML implementation, and result evaluations with default parameters 

[2]. We used the Connected Bradford (CB) dataset, a pseudonymized dataset linking 

primary and secondary healthcare records for over 1 million people around Bradford, 

UK. We constructed a subset in a table format, consisting of 1,058,139 patient entries as 

rows and over 14,000 columns as features [9]. 

We filtered the CB dataset for patients with T2D, generating an output column that 

consists of MI-related entries based on OpenCodelists, a collection of clinical codes (ctv3 

codes) that classifies patients as having certain conditions or demographic properties [2]. 

We searched for ctv3 codes that identified MI and marked patients in our dataset 

accordingly. However, as the resulting dataset was too large to handle and train ML 

models, we removed all the variables with more than 10% missing data for the specified 

features. This resulted in a dataset with 69,075 rows (unique patients) and 24 variables 

consisting of various demographic data and biomarkers (see Figure 1). Any remaining 

missing quantitative values were imputed via bagged trees. Bagged trees generate 

multiple imputed datasets, each containing estimations for missing values, and then 

combine the results for the final estimations [4]. This imputation method can be used 

when the input and output variables are numeric or categorical. Imputed categorical 

variables retain their categorical nature. Then, the qualitative values were encoded, 

because all the non-numeric values have to be converted to numeric values by zeros and 

ones before training ML models [1]. Lastly, the input variables in the new dataset were 

scaled between zero and one, to prevent the optimization processes from being 

dominated by features with larger scales [8]. 

2.2. Handling Class Imbalance & ML Implementation 

After completing the data preprocessing steps, we had a highly imbalanced output 

column with ratios of 90% and 10%, respectively, signifying that the majority of the 
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patients in the dataset have a ctv3 code representing MI at some point in their data, 

leading to data imbalance. Therefore, we used the three most common data imbalance 

handling methods, Class Weighting (CW), Oversampling, and Undersampling. For the 

CW, the output classes have been weighted with 0.1 and 0.9 respectively, based on their 

representation ratio. For Oversampling, the class “No” has been duplicated to achieve 

class balance. Lastly, randomly selected data from class “Yes” has been removed from 

the dataset to balance the two classes for Undersampling. As a result, we had three new 

datasets, and the main dataset with no Class Imbalance Handling (CIH) technique. Then, 

the most common ML models for the risk prediction of MI in patients with T2D were 

used with the default hyperparameters [7]: Naive Bayes (NB) with classification 

threshold set to 0.5, Neural Network (NN) with a single-hidden-layer architecture, one-

third the number of inputs, and 100 iterations, Random Forest (RF) with 500 trees and 

one terminal node, and Support Vector Machine (SVM) with radial kernel. The four 

datasets, including one with no data imbalance handling method, were split into 80% for 

training and 20% for testing. In addition, randomly selected 20% of the training set was 

used for validation, and it was used for hyperparameter tuning, employing tune-length 

of 5 to optimize performance. Also, k-fold cross-validation with 5 folds was 

implemented to mitigate bias and overfitting. Next, for the Ensemble model, Generalized 

Linear Model (GLM) with logistic regression was used, and four ML models were 

ensembled to enhance the performance of the predictive models [3]. 

3. Results 

Table 1 shows the Accuracy and F1 values, default performance metrics in R-Caret [2], 

for both ML models before CIH (Pre-CIH) and after CIH techniques. Accuracy is the 

performance value of the closeness of the predicted value to the known value [2]. The 

F1 is another metric to evaluate the performance of the ML-based classification models, 

particularly in dealing with imbalanced datasets [10]. The F1 is the harmonic mean of 

the accuracy of the positive predictions and the ability of the ML models to detect all the 

positives, and it is a metric used to see the model’s ability to minimize the False 

Negatives and False Positives [10]. 
 

Table 1. Results of performance metrics of each CIH method for each ML model 

 Pre-CIH Class Weighting Oversampling Undersampling 
ML Accuracy F1 Accuracy F1 Accuracy F1 Accuracy F1 
NB 0.9762 0.8893 0.9848 0.9051 0.9066 0.8365 0.9437 0.8950 

NN 0.9714 0.9036 0.9772 0.9087 0.9594 0.8211 0.9596 0.8775 
RF 0.9885 0.9145 0.9917 0.9265 0.9812 0.9263 0.8612 0.9006 

SVM 0.9779 0.8566 0.9801 0.8588 0.8582 0.8144 0.8963 0.8254 

Ensemble 0.9892 0.9224 0.9948 0.9556 0.9854 0.9280 0.9568 0.9388 

 

Figure 1 shows the importance level of input variables in the predicted class. These 

importance levels represent the Shapley value of each feature for presenting the relative 

impact of each feature we measure on the eventual output of the ML model by comparing 

the relative effect of the inputs against the average. These are calculated for the most 

performant method, the Ensemble model using the CW. In this model, increased sodium 

and diastolic blood pressure have the most negative impact, and increased potassium or 

being of Pakistani ethnicity has the most positive impact on the predicted risk of MI. 
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Figure 1. The importance level of each input variable 

4. Discussion 

In Table 1, it is seen that CW has the highest Accuracy and F1 values among the used 

ML models with 0.9948 and 0.9556, respectively. Higher Accuracy may provide an 

impression that the ML model classifies the patient’s MI with high performance. 

However, a high Accuracy value may not be sufficient to make decisions about the 

patient’s MI risk. Hence, a higher F1 showing that the ML model minimizes the risk of 

misclassifying (i.e. labeling a patient "No MI risk" despite MI risk or labeling a patient 

"Yes" with no actual MI risk) may help to provide more convincing results for clinical 

use. This also potentially prevents missing or overestimating the risk of MI, which may 

lead to incorrect interventions. In addition, the potential of obtaining improved results 

when using Ensemble ML models is another noticeable outcome of this study. 

In Figure 1, it is important to note that each variable in the dataset may have a 

different impact on the output, and this visual information may give better insight for 

understanding the reasons behind the decisions made by ML-based models. This also 

provides an opportunity to make interactions between the clinical users and the ML in 

the decision-making stage for interventions. 

5. Conclusions 

MI is a serious and complex clinical condition in the CB dataset. It is important to make 

accurate predictions so that appropriate interventions can be made to prevent the risk of 

developing MI in patients with T2D before the event occurs. However, it has been 

noticed that healthcare datasets may have imbalanced classes because of the nature of 

the real-world data, and this challenges ML-based models to make appropriate 

predictions. When CIH methods are used, the performance of the predictive ML models 

can potentially improve. In addition, the performance of these models may be further 

improved by using the Ensemble model, and the outcomes can become more explainable 

by visualizing the importance of the features used for output prediction. Because there is 

no established way to develop ML models with extremely imbalanced data, investigating 

the most relevant preprocessing, CIH, and ML methods for developing ML models is 

crucial [11]. As further work, our goal is to improve the robustness and human-centric 

explainability of our ML model and importantly develop a Safety Case with clinical 

hazard analysis dedicated to the clinical workflow and setting [8, 12]. We believe this 

B. Ozturk et al. / Balancing Acts: Tackling Data Imbalance in Machine Learning 629



will contribute to developing trustworthy ways for safe and predictive ML models for 

clinical decision-making in complex healthcare settings. 
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