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Abstract. In an era increasingly focused on integrating Artificial Intelligence (AI) 
into healthcare, the utility and user satisfaction of AI applications like ChatGPT 

have become pivotal research areas. This study, conducted in Greece, engaged 193 

doctors from various medical departments who interacted with ChatGPT 4.0 
through a custom web application. The participants, representing a diverse range of 

medical specialties, received responses from the specific chatbot tailored to their 

specific departmental inquiries. Their satisfaction was gauged using a validated 
form featuring a 1-to-5 rating scale. The results highlighted a possible correlation 

between the doctors' medical departments and their satisfaction levels with 

ChatGPT 4.0. Significantly, doctors from certain departments (like General Surgery 
and Cardiology) reported lower satisfaction scores, ranging from 2.73 to 2.80 out of 

5, in contrast to their colleagues from departments like Biopathology and 

Orthopedics, who scored between 4.00 and 4.46 out of 5. This variation in 
satisfaction levels underscores the diverse needs within different medical specialties 

and illuminates both the potential of ChatGPT and the areas needing improvement, 

especially in delivering department-specific medical information. Despite its 
limitations, ChatGPT version 4.0 is emerging as a valuable tool in the medical 

community, indicating potential future advancements and more extensive 

integration into healthcare practices. The study's findings are crucial in 
understanding the distinct preferences and requirements of healthcare professionals 

across various medical departments, thereby guiding the future development of AI 
tools in healthcare. 

Keywords. Artificial intelligence, ChatGPT, Doctor-Chatbot Interaction, 

Satisfaction, Medical Departments, Large language models, Greece 

1. Introduction and Background 

ChatGPT has made a significant impact in the healthcare sector [1]. Although it hasn't 

been trained using a specialized medical database [2], many researchers find its 

performance in delivering medical information to various nursing departments 

satisfactory [3-7]. However, a commonly noted limitation of ChatGPT is its performance 

in languages other than English, which forms the basis of its training [8-10]. 
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In our study, we aim to assess the quality of information provided by ChatGPT on 

topics relevant to various nursing departments, specifically in Greek, with the assistance 

of doctors. We use a validated evaluation tool to analyze the satisfaction levels of several 

doctors across Greece regarding ChatGPT's accuracy, clarity of information, response 

time, and overall interaction. Additionally, the research seeks to determine whether there 

is a correlation between the doctors' overall satisfaction and the specific nursing 

department related to the evaluated information. 

2. Materials and Methods  

To evaluate physicians' satisfaction with ChatGPT across various medical specialties, a 

case study method was employed within the Greek healthcare context. A custom web 

application integrating HTML, JavaScript, PHP, CSS, and a secure MySQL database 

was developed for data collection and participant confidentiality. Doctors submitted their 

professional details and interacted with the virtual assistant under evaluation, rating their 

satisfaction on a scale from 1 to 5 based on criteria such as accuracy, clarity, relevance, 

response time, and overall satisfaction. 

2.1. Participant selection 

To ensure broad geographic and specialty representation, our study targeted a diverse 

sample of certified medical professionals by reaching out to all 63 medical associations 

in Greece. With no specific exclusion criteria applied, the aim was to include a wide 

spectrum of experiences and insights from the medical profession. Conducted from 

November to December 2023, the study encompassed 193 doctors from 27 medical 

departments across 35 Greek prefectures. 

2.2. Evaluation Tool and Data Analysis 

The evaluation criteria for the study were developed following an extensive literature 

review on information accuracy, response time in healthcare, and user satisfaction across 

various medical fields, such as surgery [10], dermatology [11], and emergency medicine 

[12,13]. To ensure comprehensive content validity, our criteria were meticulously 

designed to encompass all relevant dimensions of user satisfaction, drawing upon 

existing frameworks and expert consultations. Additionally, the reliability and validity 

of the assessment tool were rigorously tested. Internal consistency was confirmed using 

Cronbach's Alpha, and inter-item relationships were examined through a correlation 

matrix. Construct and criterion-related validity were further established through detailed 

factor analysis and correlation tests, verifying the tool's capability to accurately measure 

user satisfaction. 

Data analysis was conducted using Python 3.7, utilizing libraries such as Pandas, 

Matplotlib, Seaborn, numpy, and FactorAnalyzer to facilitate the processing and 

visualization of data. Pandas was employed to compute detailed descriptive statistics, 

providing insights into the distribution and central tendencies of the data. Visualization 

tools in Matplotlib and Seaborn were used to depict trends and correlations, enhancing 

the interpretability of the data. The numpy library was essential for numerical 

computations, while FactorAnalyzer was used for conducting factor analysis to explore 

underlying variables. 
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To ensure the integrity of our analysis, 13 of the 193 initial evaluations were 

excluded due to incomplete data, resulting in a dataset of 180 comprehensive responses. 

Given the variability in sample sizes across different medical specialties, particularly in 

subgroups with fewer than ten participants, we used non-parametric statistical methods 

suited for these conditions. The Kruskal-Wallis test was employed to assess differences 

in satisfaction ratings across departments. For pairwise comparisons among departments 

with sufficient data, we conducted Mann-Whitney U tests and applied the Bonferroni 

correction to adjust the significance level, controlling the risk of type I errors. 

3. Results 

Table 1 initially presents the results of the validity and reliability analysis tests for the 

assessment tool used in the research. The factor analysis confirmed the tool's construct 

validity by revealing two significant factors that demonstrate distinct dimensions of 

satisfaction. The criterion-related validity was robust, as evidenced by strong correlations 

between satisfaction and related ratings. Additionally, the internal consistency of the tool, 

measured by Cronbach’s Alpha, was high (>0.7), indicating reliable measurements 

across different items. 

Table 1. Summary of Validity and Reliability Results 

Statistical Measure Value Description 
Bartlett’s Test p-value 1.305 x 10^-93 Suitable data for factor analysis. 

KMO Measure 0.776 
Adequate sampling adequacy for 

factor analysis. 

Factor Eigenvalues 2.858, 0.752  

Cronbach’s Alpha 0.855 Good reliability. 

Correlation: Satisfaction-Accuracy r=0.762, p<0.001 Strong positive correlation  

Correlation: Satisfaction - Clarity r=0.790, p<0.001 Strong positive correlation  

Correlation: Satisfaction - Response Time r=0.482, p<0.001 Moderate positive correlation 

Table 2 presents the average evaluation scores for ChatGPT across different 

medical departments, with a minimum sample size of seven participants per department.  

Table 2. Descriptive Statistics of Evaluation Scores by Medical Department (n ≥ 7) 

Medical 
Department Sample 

Accuracy 
Mean (SD) 

Response Time 
Mean (SD) 

Clarity   
Mean (SD) 

Total Satisfaction 
Mean (SD) 

Biopathology 8 3,75 (1,28) 4,50 (1,07) 3,63 (1,19) 4,00 (0,93) 

Cardiology 10 3,30 (1,25) 3,80 (1,23) 3,00 (1,56) 2,80 (1,48) 

Gastroenterology 7 3,00 (1,63) 3,43 (1,81) 3,00 (1,91) 3,29 (1,70) 

Internists 29 3,90 (1,01) 3,86 (1,13) 4,07 (1,00) 3,79 (0,98) 

Neurology 7 3,57 (1,40) 3,86 (1,35) 3,29 (1,38) 3,43 (1,40) 

Pediatric Pathology 7 3,71 (0,76) 3,57 (0,79) 3,00 (1,41) 3,00 (1,00) 

General Surgery 15 2,93 (1,39) 3,40 (1,40) 2,67 (1,29) 2,73 (1,03) 

Gynaecology 7 3,43 (1,13) 4,00 (1,41) 3,29 (1,11) 3,57 (0,98) 

Orthopedics 13 4,23 (0,60) 4,54 (0,78) 4,23 (0,83) 4,46 (0,66) 

Urology 28 3,29 (1,41) 3,71 (1,15) 3,11 (1,45) 3,21 (1,32) 

Orthopedics consistently ranks highest in all categories, with average scores above 

4.20, while Biopathology performs well, particularly in response time and total 

satisfaction, both averaging over 4.0. Internists also show strong results, notably in 
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clarity. In contrast, General Surgery scores the lowest across all criteria, with total 

satisfaction averaging just 2.73. Cardiology, despite a decent sample size, registers lower 

overall satisfaction at 2.80. Other departments, including Gastroenterology, Neurology, 

Pediatric Pathology, Gynaecology, and Urology, display moderate scores; both 

Gastroenterology and Pediatric Pathology average above 3.0 in total satisfaction. 

In the analysis of overall satisfaction ratings across 27 different medical 

departments, the ANOVA test yielded a statistic of  1.6291, indicating a moderate degree 

of variance between groups. With a p-value of 0.0492, slightly below the conventional 

threshold of 0.05, there appears to be a statistically significant difference in the 

satisfaction ratings among the departments. 

4. Discussion 

The academic community frequently assesses the reliability of information provided by 

ChatGPT, a Large Language Model (LLM), particularly in relation to medical issues 

across various departments, as referenced in the literature [5-9]. This study evaluated 

doctor satisfaction with ChatGPT's information quality across 27 different medical 

departments using defined criteria. Generally, the results suggest that ChatGPT provides 

satisfactory information, consistent with findings from other researchers like Nielsen et 

al. [14] and Kaare et al. [7]. For instance, Nielsen et al. reported satisfactory accuracy in 

an otolaryngology ward, with overall scores of 3.51 and category-specific scores of 3.41 

out of 5. Kaare et al. evaluated the accuracy in an orthopedic department, finding scores 

around 4 out of 5 or 1.6 out of 2. Further, ANOVA analysis indicated that satisfaction 

levels significantly vary by medical department. This variability highlights the uneven 

extent of ChatGPT’s training across different specialties, with some departments 

receiving more comprehensive and accurate information than others. This disparity 

underscores the need for AI systems like ChatGPT to continually adapt and evolve to 

meet the specific challenges and requirements of different medical fields. 

However, our study is not without limitations. The focus solely on Greek data may 

lead to inaccuracies in ChatGPT's responses, a concern echoed in studies involving non-

English languages [8,9]. Additionally, the subjective nature of the non-standardized five-

point rating scale used for evaluating various parameters could introduce inconsistencies. 

This issue is also reflected in related research [14-15]. Moreover, participants' awareness 

that the responses were generated by ChatGPT might have influenced their evaluations, 

a challenge noted in Kaare et al.'s study [7]. To gain more comprehensive insights, it 

would be beneficial to expand this study to include a broader medical community and to 

incorporate newer models of ChatGPT or other LLMs, despite the challenges posed by 

these limitations. 

5. Conclusions 

Using a validated assessment tool, we evaluated the satisfaction levels of Greek 

physicians from 27 different nursing departments during their interactions with ChatGPT 

4.0. This evaluation focused on four distinct criteria, examining both average satisfaction 

levels and variance through ANOVA analysis. Our findings indicate a marginally 

significant relationship between satisfaction and departmental affiliations. Although 

most departments described the chatbot’s information quality as moderate, the 
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orthopedics department reported the highest satisfaction, in stark contrast to the lower 

scores from cardiology and general surgery. The thorough validation of the assessment 

tool underscores its reliability and effectiveness in measuring physician satisfaction with 

AI tools in healthcare, suggesting its potential for broader application. 
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