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Abstract. Systematic review and meta-analysis constitute a staple of evidence-
based medicine, an obligatory step in developing the guideline and recommendation 
document. It is a formalized process aiming at extracting and summarizing 
knowledge from the published work, grading, and considering the quality of the 
included studies. It is very laborious and time-consuming. Therefore, the meta-
analyses are rarely updated and seldom living, decreasing their utility with time. 
Here, we present a framework for integrating the large language models and natural 
language processing techniques applied to the previously published systematic 
review and meta-analysis of the diagnostic test accuracy of the point of care tests. 
We show that the framework can be used to automate the screening step of the 
existing meta-analyses with minimal costs to quality and, to a large extent, the 
extraction step while maintaining the strict nature of the systematic review process. 
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1. Introduction 

Systematic review and meta-analysis (SRM) constitute a staple of evidence-driven 
medicine, and it is the most reliable methodology for developing guidelines and 
recommendations. Most SRM processes are manual and extremely time and labor-
intensive. Therefore, every meta-analysis quickly becomes outdated. Due to the time 
requirements, less than 1% (estimated based on a PubMed search) of published SRMs 
are regularly maintained. Natural language processing (NLP) tools have been utilized to 
automate and streamline SRM [1-3]. However, the recent advancements in the large-
language models (LLMs) provide novel, powerful capabilities and constitute a fast-
growing field [2,4-6]. Nonetheless, up to now, none have been applied to infectious 
diseases, provided the desired flexibility, and proposed a comprehensive framework to 
maintain and utilize multiple performed SRMs. 

The SRM is a strictly defined multi-step process, comprising: (1) defining the 
question and search strategy, (2) performing the search, (3) abstract and title screening, 
(4) full-text screening and extraction, (5) meta-analysis (deriving summary statistic). 
Here, we present a novel, light-weight, modular, flexible, reproducible, and monitorable 
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automation framework for the two most time-consuming steps: (3) screening and (4) 
extraction, applied to our systematic review and meta-analysis of the diagnostic test 
accuracy of point-of-care tests in acute respiratory tract infections, published in January 
2022 [7,8]. Briefly, the meta-analysis aimed at summarizing performance statistics of 
various clinical tests applicable in community settings (primary care or emergency room) 
to determine if the respiratory tract infection (influenza-like-illness, flu, pneumonia, etc.) 
was caused by the viral or bacterial pathogen, to prevent the inappropriate antibiotic 
prescribing.  

2. Methods 

2.1. Meta-analysis 

Overall, 10,086 publications were screened for the systematic review, with 625 papers 
accepted in the full-text screening. Since 99% of the publications were present in 
PubMed, the current framework is limited to PubMed and utilizes BioPython [9]. The 
publication details, extraction values, screening, and all other information were deposited 
in the relational database. 

2.2. Screening 

The screening was formulated as a supervised classification learning problem. The 
dataset consisted of the merged publications’ titles and abstracts and the screening label 
constituting if the publication participated in the ValueDx meta-analysis, i.e., was 
positively screened based on both the abstract and full text. The dataset was split into 
train/test sub-sets (70%-30%). Four LLM models: biobert-base-cased-v1.1 [10], 
BiomedNLP-PubMedELECTRA-base-uncased-abstract [11], BiomedNLP-
PubMedBERT-base-uncased-abstract-fulltext [12], BioM-BERT-PubMed-PMC-Large 
[13] were independently fine-tuned for this task. The LLMs were downloaded from 
huggingface.co and handled using the Python transformers library [14]. Different inputs, 
i.e., portions of the abstract and title, were tested as well: title and abstract, only title, and 
only the last sentence, as the sanity check. Loss, precision, and recall performance 
statistics were computed. For the best-performing model, the rarefaction curves were 
computed.  
 
2.3 Extraction 
 
Each extraction column calls for a specifically tailored pipeline. Broadly, the extraction 
was based on the three main methods. The first method (NER) utilized a simple Named 
Entity Recognition with spaCy [15], then mapping to the manually curated and structured 
reference dataset. Each item in the reference consisted of the entity, synonym list, and 
extraction list. Therefore, a single entity could participate in several extraction variables. 
This pipeline was applied to each sentence in the text and later summarized. The second 
method (LLM) relied on the supervised LLM finetuning, analogous to the screening, 
developed either in-house using the extraction variables shared across multiple reviews 
or developed by other parties. The third method (GPT) relied on querying the OpenAI's 
gpt-3.5-turbo-1106 (with cl100k_base encoding) via the Python API with a structured 
query: "You are a helpful assistant. This was a title and abstract of the scientific study 
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[TITLE + ABSTRACT].", followed by the extraction question, e.g., "Does this study use 
white blood count. Answer with yes or no.". Finally, the country was extracted with the 
geography3 package (16). In the current version, the extraction can be applied to the 
abstracts.  

Although the original ValueDX extraction table included over a hundred columns, 
only a few entered the final analysis. Here, we present results for the Population, across 
all methods. The LLM-based method was tested by splitting the dataset into training and 
testing. The GTP and NER were tested against the manual full-text extraction. The 
crucial part of the extraction, which was not automated at this stage, was the confusion 
matrix, describing how well the point of care test performed and the QUADAS-2-based 
quality criteria [17]. 

3. Results 

3.1. Screening 

The fine-tuning for the screening classification task worked well. As expected, the best 
models were fine-tuned using the title and the beginning of the abstract (Table 1). The 
rarefaction curves plateaued before 20% of the dataset, suggesting the dataset was 
sufficiently large. 
Table 1. The four best combinations for screening the Value-DX. 

Model Loss Precision Recall 
BiomedNLP-PubMedELECTRA-base-uncased-abstract 0.110 0.960 0.960 
biobert-base-cased-v1.1 0.130 0.960 0.960 

BiomedNLP-PubMedBERT-base-uncased-abstract-fulltext 0.170 0.950 0.950 

BioM-BERT-PubMed-PMC-Large 0.230 0.940 0.940 

3.2. Extraction 

Both NER and GTP methods were able to produce the answers for the great majority of 
the extracted papers. Table 2 presents the results of the automated extraction. The first 
method (NER) performed well in detecting children but worse when detecting adults and 
mixed than both the GTP and LLM methods. It is understandable, as pediatric 
populations were probably clearly defined in the abstract. The LLM-based method 
performed much worse than the analogous screening exercise. The models were 
characterized by a larger loss and poorer precision or recall.  This performance was most 
likely due to the smaller amount of data available for this training, as they can only be 
done for the extracted publications and as it performed much better in the binary 
classification task (Viral or Bacterial). 
Table 2 The best runs for the three variables extracted with the second method, i.e., in-house finetuning. 

Variable Method/Model (Values) Loss Precision Recall 

Population NER (Adults/Children/Mix) - 0.60/0.98/0.1 0.50/0.73/1.0 

Population 
LLM: BioM-BERT-
PubMed-PMC-Large 

0.590 0.770 0.770 

Population GTP (Adults/Children/Mix) - 0.97/0.93/0.06 0.36/0.76/0.75 
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Viral or Bacterial 
disease 

LLM: BiomedNLP-
PubMedBERT-base-
uncased-abstract-fulltext 

0.390  0.970 0.970 

4. Discussion and Conclusions 

Here, we introduced a framework for automating systematic reviews and meta-analyses 
and showed its application to real-life SRM. It is a supervised, transparent, and 
explainable method that allows for minimal loss of quality while maintaining the strict 
nature of the SRM process. Even at this stage of the framework development, the 
screening step can be automated without losing quality. The extraction step can be semi-
automated, enabling a significant speedup to the extraction process. All these factors 
allow the framework to be included in developing medical guidelines. 

The current framework has limitations, as it can interact only with PubMed. The 
framework does not attempt to assign the quality of the studies, as we believe it must 
remain the clinical scientist's manual work. It might not be applicable to other systematic 
reviews, especially those with complex inclusion criteria for which the information might 
not be included directly in the abstract. Therefore, the framework should be carefully 
adapted to each new review. 

The underlying database enables seamless interaction and maintenance of the 
reviews, easy no-loss updates, and comparisons between meta-analysis and the searches 
performed on other dates. It also enables the reuse of extractions performed for the 
overlapping publications between related systematic reviews. It is also crucial when 
applying the LLM-based extraction pipeline, as the common extraction columns can be 
leveraged to get more data for the LLM-finetuning. The database retains the extraction 
author; therefore, the automatic extractions will not pollute the training sets. 

The modular structure of the extraction allows for any number of extensions, e.g., 
adding modules specialized in extracting particular variables. Additionally, the 
automated extraction from the abstracts can be used to construct a pre-screening for the 
new systematic review, to either guide the reviewer in selecting the most informative 
publications so that the remaining publications can be automated or to construct the 
screening logic that might enable to entirely skip the title and abstract screening step,  
and therefore provide a continuously updated meta-analysis, delivering transferability of 
new scientific results directly to the patient care. 
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