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Abstract. The health product circuit corresponds to the chain of steps that a 
medicine goes through in hospital, from prescription to administration. The safety 
and regulation of all the stages of this circuit are major issues to ensure the safety 
and protect the well-being of hospitalized patients. In this paper we present an 
automatic system for analyzing prescriptions using Artificial Intelligence (AI) and 
Machine Learning (ML), with the aim of ensuring patient safety by limiting the risk 
of prescription errors or drug iatrogeny. Our study is made in collaboration with 
Lille University Hospital (LUH). We exploited the MIMIC-III (Medical 
Information Mart for Intensive Care) a large, single-center database containing 
information corresponding to patients admitted to critical care units at a large tertiary 
care hospital.  
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1. Introduction 

Iatrogeny refers to all disorders, undesirable effects or illnesses caused by a medical 
intervention, treatment or medication and represents a major public health issue, both in 
terms of health and economics. Medication-related iatrogeny, induced by the 
administration of one or more drugs, concerns 6 to 10% of hospitalized patients and is 
responsible for 3.5% of deaths [1]. In a French study, it was shown that 33% of serious 
adverse drug reactions were drug-related and that 51.2% could have been avoided [2]. In 
this context, making therapeutic management safe is a priority for health care institutions 
in order to reduce drug-related problems. There are many possible errors in a prescription 
such as unusual dosage for a specific active ingredient, inappropriate route of 
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administration, toxic interaction between two drugs, etc. The analysis of prescriptions is 
therefore complex and must absolutely consider the following three criteria: the 
prescription itself, compatibility with the patient’s biological characteristics and analyses 
and possible drug interactions. Automated and computerized systems were quickly 
identified as tools to prevent these medication errors and therefore as means to increase 
health safety. Several studies have already been published on the development of alert 
rules and computerized Clinical Decision Support (CDS) alert systems [3] [4]. However, 
these systems tend to send many unnecessary alerts, which leads to alert fatigue in 
healthcare [5]. Other studies are interested in patient and drug profiling to refine the 
analysis of prescriptions and target the patients and drugs most at risk [6]. In this paper, 
we propose a novel AI module to analyze the compliance of pharmaceutical 
prescriptions, in collaboration with LUH. Through replicating past pharmaceutical 
practice, a CDS system can improve the quality of patient care by helping physicians to 
better review and validate their prescriptions in real-time and thus to optimize drug 
treatments. Our system utilizes a comprehensive database encompassing prescription 
details, patient characteristics, and biological analyses. We employ clustering and 
classification methods to assess prescription validity and compatibility with patient 
conditions and analyses. Additionally, we analyze potential drug interactions between 
prescriptions given to the same patient during a single hospital stay. 

2. Methods 

Our analysis utilized the MIMIC-III dataset, a deidentified collection of clinical data 
from Beth Israel Deaconess Medical Center in Boston, covering adult patients admitted 
between 2001 and 2012, as well as neonates admitted between 2001 and 2008 [7]. This 
dataset encompasses 26 tables of various medical data types, with our study focusing on 
the PRESCRIPTIONS table. To enhance our analysis, we merged the PATIENTS and 
PRESCRIPTIONS tables, incorporating laboratory measurements from the 
LABEVENTS table that shared the same hospital stay identifier as the prescription. 
However, our database contained missing data, a common issue in statistical practice. To 
address this, we removed prescription lines with missing drug or dose information [8]. 
With the help of pharmacists, we have identified the relevant biological assays kept in 
our dataframe such as Anion Gap, Bicarbonate, Calcium (Total), Chloride, Creatinine, 
Glucose, Hematocrit, Hemoglobin, Mean Corpuscular Hemoglobin, etc. According to 
the drug, administration route and prescription unit, we divided the resulting dataframe 
into several dataframes. The prescriptions in the MIMIC-III database can be considered 
as “valid” prescriptions (already validated by a pharmacist) or “positive” according to 
good practices in prescribing drugs. We possess only validated prescriptions, categorized 
as "positives," necessitating the creation of "negatives" representing problematic 
prescriptions likely to be rejected by pharmacists. Imbalanced datasets pose challenges 
for standard ML classifiers biased toward the majority class [9]. Hence, we employ 
reprocessing techniques to balance distributions by generating negative or problematic 
prescription rows. We start with prescription rows from the MIMIC database and then 
randomly change the numerical values (doses, posologies, etc.) by considering a 
confidence interval calculated as the mean of the column ± its standard deviation. The 
negative prescriptions created are individually problematic prescriptions, without 
considering potential drug interactions and should therefore only be used to test methods 
that analyze each prescription individually.  
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2.1.  Analysis of each prescription individually 

In order to study each prescription individually we started by testing clustering methods. 

To create the clusters, only MIMIC data is used, i.e., valid and compliant prescriptions. 

For each training dataframe corresponding to a Drug (D), a Prescription Unit (PU) and a 

specific Route of Administration (RA), we cluster the data, with a k-means clustering 

model and with a hierarchical clustering model. The k-means clustering algorithm takes 

as input the data to be clustered and a number of clusters to be formed. However, the 

hierarchical clustering model takes as input only a distance from which two clusters 

should not be merged and starts by considering each point as a cluster. Then, the 

algorithm finds the two closest clusters to each other, and merges them into one cluster. 

Each point of the cluster corresponds to a prescription corresponding to this D, PU and 

RA. Algorithm 1 presents the alert algorithm that analyzes a new prescription to be 

studied by also taking as input the parameters of the clustering model used and trained 

and indicates if the prescription is normal. 

 

 

Figure 1 : Alert algorithm analyzing a new prescription 

 

 

In order to classify positive and negative prescription, XGBoost and Random Forest (RF) 

methods have been tested to analyze validity of a prescription individually, without 

taking into account possible drug interactions with other prescriptions of the patient for 

the same hospital stay. 

2.2. Drug interaction analysis 

In addition to studying each prescription individually, it is interesting to study possible 

drug interactions with other drugs prescribed to the same patient during the same hospital 

stay. To analyze potentially clinically relevant drug-drug interactions, we start by listing 

in a list of lists (LL) the drugs that do not interact, i.e., the drugs that have been prescribed 

to the same patient, in the same hospital stay, during the same period. To test whether a 

new prescription could conflict with other drugs that the patient is already taking, we 

start by listing all the drugs prescribed to this patient during the same hospital stay as the 

prescription to be tested. Then, we check if the drug to be tested has already been 

prescribed with these drugs in the LL. If the answer is no, then an alert is returned to 

warn of the potential risk of drug interaction.  
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3. Results 

To study the results of the clustering methods, we focused on the clustering of the drug 

ACET325, with the prescription unit mg and with the administration route ’PO’. We 

chose this drug because the MIMIC database contains more than 30000 prescriptions of 

this drug. We first tested our clustering method with the K-means algorithm. We varied 

the number of clusters parameter and obtained the best results for 5 clusters (Figure 2).  

 

 

The 3D visualization reveals distinct centers for the clusters, avoiding significant 

overlap. Traditional metrics like accuracy can be misleading when dealing with 

imbalanced datasets, favoring the dominant class. Therefore, evaluation criteria such as 

Precision, Recall, and F1-score offer a more comprehensive assessment of model 

performance. 

 

Table 1. Evaluation metrics of the ML methods used 

 Clustering Classification 

Score Kmeans Hierarchical Clustering XGBoost Random Forest 

Accuracy 0,4373 0,4391 0,7960 0,9942 

Precision 0,3043 0,3078 0,7845 0,9906 

Recall 0,4146 0,4174 0,8162 0,9978 

F1score 0,3510 0,3544 0,8000 0,9942 

 

 

Table 1. shows that the overall accuracy on the test set is around 43% and the 

F1score=35% for both methods.  Then we tested our clustering method with the 

hierarchical algorithm. This algorithm finds out more than 2800 clusters among these 

prescriptions, with a TPR=2916 and a TNR (True Negative Rate) = 5216.  Regarding 

XGBoost and RF methods, the two confusion matrices given were used to calculate the 

Accuracy, Precision, Recall and F1score methods (Table 1). However, the negative data 

we generated are not suitable for testing drug interactions between prescriptions. To test 

drug interactions, new negative data could be created by creating several prescriptions 

with drugs that have clinically relevant interactions for the same patient and same 

hospital stay. To do this, we can rely on the results of published drug interaction studies. 

We would also need the help of the pharmacists to define and validate a complete list of 

drug-drug interactions.  

 

Figure 2: 3D visualization of clusters of 

ACET325 prescriptions (5 clusters) 

 

Figure 3: Importance of features in the 

classification of prescriptions using XGBoost 
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4. Discussion 

Clustering methods used tend to over-categorize prescriptions as negative. This can be 
explained by the fact that using the Euclidean distance, we give equal importance to each 
column of the data. However, some features could be considered more than others. A 
future track would be to determine the weight of each feature with the help of the medical 
profession and LUH, for a more adapted calculation of the distances between the 
prescriptions. The graph showing the importance of each feature in the classification 
process of XGBoost clearly shows that there are 3 most important parameters: the dose 
of drug prescribed, the age of the patient, and the creatinine level (Figure 3). The same 
result was given by RF but in a different order. These three features were validated by 
pharmacists. The prescribed dose is intuitively the key parameter, varying significantly 
with patient age, while certain drugs are contraindicated with renal failure due to their 
impact on kidney function, indicated by creatinine levels. Identifying the most important 
features in prescription classification is valuable, potentially leading to greater emphasis 
on key features in distance calculation between prescriptions in future analyses. 
 

5. Conclusions  

Our study in collaboration with LUH allowed us to explore different algorithmic and 
statistical methods to analyze pharmaceutical prescriptions, with the aim of limiting drug 
iatrogeny. For this work, we used the MIMIC-III database. Classification and clustering 
methods have been proposed and compared. Concerning the future perspectives, it would 
be interesting to explore the tracks explained before to improve the clustering methods 
and explore more techniques for minority oversampling. 
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