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Abstract. Malnutrition is a severe health problem that is prevalent in older people 
residing in residential aged care facilities. Recent advancements in machine learning 

have made it possible to extract key insight from electronic health records. To date, 

few researchers applied these techniques to classify nursing notes automatically. 
Therefore, we propose a model based on ClinicalBioBert to identify malnutrition 

notes. We evaluated our approach with two mainstream approaches. Our approach 

had the highest F1-score of 0.90. 
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1. Introduction 

Malnutrition is a serious health problem in older people [1]. Thus, it is essential to 

address the nutrition of older people. In Australia, many residential aged care facilities 

have introduced electronic health records (EHR) which include free-text nursing notes. 

The advancement of natural language processing (NLP) technique has afforded us 

with the opportunity to extract key information and from nursing notes [2]. Previous 

work on application of NLP in identifying malnutrition notes [3] has identified two 

challenges: 1) an inability of the machine learning model to distinguish between planned 

and unplanned weight loss; and 2) not every unplanned weight loss is significant. In this 

project, we introduce an NLP model based on ClinicalBioBert [4] to identify 

malnutrition-related notes. We aim for a model that overcomes the above two challenges. 

2. Methods 

This study was approved by the Human Research Ethics Committee at the University of 

Wollongong. Dataset was obtained from aged care organisation in Australia. It consists 

of 4445 de-identified residents’ information and 1,616,820 nursing progress notes.  

The approach to building the NLP model consists of two steps. First step is data pre-

processing to develop the training data set. We applied ScispaCy UMLS named entity 

recognition model  to identify notes with variables describing weight loss or 
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malnutrition. After deep analysis by three domain experts with inter-rater reliability of 

90%, each note was labelled as either a malnutrition or non-malnutrition related note. If 

a note states that a resident was malnourished, had an unintentional loss of more than 5% 

of body weight or unplanned weight loss of more than 3kg in a month [1,5], then that 

note was considered a malnutrition related note. This process resulted in labelling 628 

malnutrition notes and 5000 non-malnutrition notes. Second step started by pre-

processing the dataset, and split it into training, validation and testing sets (70-15-15). 

We utilised ClinicalBioBert and Bert-base models. One main challenge was limitation 

of token length. Both models do not allow more than 512 tokens for each input sequence; 

however, many of the notes in our dataset consist of more than that. We addressed this 

limitation by dividing long notes into three 512 pieces and then take mean pooling output 

of that piece and then calculating the average model output for the three pieces. 

3. Results 

Table 1. Results of malnutrition notes classification model after testing each model on the test dataset 

Model Runs Precision Recall F1-score 

Bert-base 
Best 0.84 0.84 0.84 

Average results of 3 runs 0.82 0.84 0.83 

ClinicalBioBert 
Best 0.79 0.97 0.87 

Average results of 3 runs 0.79 0.87 0.83 

Our approach 

(1536 tokens) 

Best 0.89 0.91 0.90 
Average results of 3 runs 0.87 0.88 0.87 

Hyperparameters: learning rate of 5e-5, Adam optimiser, 8 epochs, batch size of 4, and drop out of 0.15 

4. Conclusions 

Availability of NLP and EHR promises brighter future for health informatics. We 

successfully designed a model to identify malnutrition notes from nursing notes. In the 

future, we are planning to build a model to predict malnourishment in advance. 
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