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Abstract. We developed a machine learning (ML) model for the detection of 

patients with high risk of hypoglycaemic events during their hospital stay to 
improve the detection and management of hypoglycaemia. Our model was trained 

on data from a regional local health care district in Australia. The model was found 

to have good predictive performance in the general case (AUC 0.837). We 
conducted subgroup analysis to ensure that the model performed in a way that did 

not disadvantage population subgroups, in this case based on gender or indigenous 

status. We found that our specific problem domain assisted us in reducing 
unwanted bias within the model, because it did not rely on practice patterns or 

subjective judgements for the outcome measure. With careful analysis for equity 

there is great potential for ML models to automate the detection of high-risk 
cohorts and automate mitigation strategies to reduce preventable errors. 
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1. Introduction 

1.1. Background 

According to the Australian Commission for Quality and Safety in Healthcare, a 

hospital acquired complication (HAC) is a clinical complication which may be 

prevented by appropriate risk mitigation strategies. Among the high-priority HACs 

identified, Hypoglycaemia is reported as part of Endocrine complications [1]. 

Hypoglycaemia has significant patient impacts which include an increase in 

mortality and morbidity. Ward-based patients exposed to hypoglycaemia had an 

increase of 4.1 days in their length of stay [2,3]. The mortality rates of diabetic ward-

based inpatients doubled when they developed hypoglycaemia [2]. 

While risk factors for inpatient hypoglycaemia are well known, some of them 

evolve dynamically during the patient stay, which limits the effectiveness of a single 

risk assessment on admission. In addition, evidence supporting interventions to reduce 

inpatient hypoglycaemia is limited, with education interventions, audit and feedback 

shown to be ineffective, for the most part, at reducing inpatient hypoglycaemia [4]. 

Conversely, published evidence supports the use of predictive-informatics risk-alert 
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systems. Such a system, combined with trained nurse responders, managed to reduce 

the incidence of severe hypoglycaemia by 68% in a single centre [5]. 

In a busy clinical environment, identifying patients with high risk for 

hypoglycaemia and then notifying the appropriate staff to improve monitoring of the 

condition is a logistically difficult task to perform without technology support. This is 

particularly true in regional and remote hospital environments where there are 

relatively fewer specialists and staff resources. 

1.2. Objective 

Our objective for this work was to develop an equitable machine learning (ML) model 

based on data from the Electronic Medical Record (EMR) to improve the prediction of 

patients at risk of hypoglycaemia. We intend for this model to assist specialist diabetic 

nursing staff to identify high-risk patients as well as the clinical factors that present 

high correlations to hypoglycaemic events. This, in turn, will assist the clinical team in 

managing the patient’s condition. This work was conducted at Murrumbidgee Local 

Health District (LHD), NSW, a regional healthcare service in Australia. 

Equity with respects to ML is often called fairness in the ML literature. It refers to 

the ability of the model to not cause disadvantage to any specific sector of the 

population. 

In the context of diabetes management, it is well known that several ethnic and 

social groups present a higher prevalence of the disease compared to others due to 

reasons including clinical, biological and social factors [6]. We aim to identify, 

minimise and document any outcome disparities among population subsets that the 

prediction model might produce in the context of these factors. 

The broader goal of this work is to improve the detection and management of high-

risk cohorts in real time. Real-time data from the EMR would trigger updates of the 

ML model which outputs a risk stratification score to identify high-risk patients for 

hypoglycaemia. At a specified risk threshold, a notification is triggered to diabetic 

nursing staff who would have a mobile interface to the list of patients along with 

relevant data. Ongoing monitoring would occur during the hospital admission. 

2. Methods 

2.1. Study Population 

To train and test the model we used a de-identified dataset extracted from an EMR. A 

patient was included in the dataset if they had an ICD-10 code associated with diabetes 

or were on diabetic medications. The resulting dataset represented 10,020 diabetic 

inpatient visits over a 12-month period at Wagga Wagga Base Hospital, Murrumbidgee 

LHD in NSW. 

The outcome (target) was a binary variable indicating 1 if the patient had any 

hypoglycaemic event during their hospital stay (blood glucose < 4.0). 
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2.2. Feature Engineering 

We selected 28 patient attributes, laboratory results and coded data (both current and 

historical) that potentially contribute to them experiencing a hypoglycaemic event 

during their inpatient stay. Attribute selection was based on literature review. 

We created two predictive models. The first was based on all information available 

prior to admission to the ED (historical data) [admit model]. To account for the 

dynamic nature of hypoglycaemia and to integrate the current degree of illness of the 

patient, we trained a second model [admit+4h model] that incorporates data from the 

first 4 hours after admission to hospital as well as the historical data of diabetic control. 

The second model included factors such as blood pressure, respiratory rate and Sp02 as 

markers of how acutely sick a patient may be, not because of their relation to diabetes 

specifically. 

The factors, including data collected in the first 4-hour after admission time range 

[admit+4h], were: age of the patient at the time of admission; body mass index (BMI); 

the type of diabetes; whether the patient is on insulin or not; whether the patient is on 

any diabetes management medication or not; the indigenous status; gender; a count of 

comorbidities known at the time of admission; number of blood glucose level (BGL) 

tests taken [admit+4h]; number of BGL test taken in the 30 days leading to the 

admission date; number of hypoglycaemic events [admit+4h]; number of 

hypoglycaemic events recorded in the 30 days leading to the target datetime; result of 

the last HbA1c test taken; last abnormal heart rate [admit+4h]; last abnormal 

respiratory rate [admit+4h]; last abnormal temperature [admit+4h]; last abnormal 

oxygen saturation [admit+4h]; number of BGL tests, average, standard deviation, min 

and max values in the week and month leading to the target datetime.  

2.3. Modelling and Evaluation 

We split the 10,020 patient encounters into training and validation sets containing 

stratified (with respect to the target variable), randomised samples, comprising 70% 

and 30% of the data, respectively. To compare predictive performance, we trained a 

logistic regression model and a XGBoost model [7]. 

We quantified the predictive capability of the models via ROC curves, where a 

higher Area Under the Curve (AUC) correlates with a more accurate prediction ability 

overall, while allowing the implementor to trade-off sensitivity and specificity. 

3. Results 

3.1. Descriptive Analysis 

Patients represented in the extracted datasets had the following characteristics: 11.8% 

indigenous, 88.2% non-indigenous; 57.7% male, 42.3% female. 

3.2. Model Performance 

Performance of the [admit+4h] model was significantly better than the [admit] model. 

The [admit+4h] XGBoost model achieved a score of 0.837 AUC which is a good result 
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for a risk stratification model. The [admit+4h] logistic regression model followed with 

a 0.801 AUC score (Figure 1). It is worth noting that the [admit] XGBoost model, 

using data only prior to admission, scored 0.753 AUC. 

 

 
Figure 1. ROC for XGBoost vs Logistic Regression models. 

3.3. Testing for Fairness 

We assessed the predictive performance of the model by gender and found no 

substantial difference with AUC scores of 0.835 (male) vs 0.839 (female) (Figure 2). 

Testing for indigenous status revealed that there was no significant difference with 

AUC curves 0.831 (non-indigenous) vs 0.898 (indigenous), despite having fewer 

indigenous patients in the dataset. 

Despite the reasonable overall performance of the logistic regression model we 

found it showed significant demographic disparity with AUC scores: 0.826 (male) vs 

0.753 (female) (Figure 3) and 0.802 (non-indigenous) vs 0.754 (indigenous).  

 

Figure 2. XGBoost ROC male vs female. 

 

 
Figure 3. Logistic Regression ROC male vs female. 

 

4. Discussion 

While the ML community has created various metrics that aim to quantify bias in 

models [8,9], we did not extensively rely on these for 3 reasons: (1) the metrics have 

very little meaning to non-ML researchers and in particular clinicians so we chose to 

use a more visual method of ROC analysis; (2) our analysis was not reliant on the 

prevalence of diabetes in each population as the model is not diagnostic but trained on 

those already diagnosed with diabetes; (3) the outcome measure, hypoglycaemia, is an 

objective measure and not subject to bias of opinion or judgement. 
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5. Conclusions 

The ultimate promise of AI and clinical decision support is to improve equity in 

healthcare. Monitoring and accounting for fairness in ML models is a new and active 

area of research [10]. We know that datasets represent the world where there are 

systematic biases, inequity, and underrepresented populations which we must consider 

when creating ML models, acknowledging the potential trade-off between accuracy 

and fairness [11]. 

We did not find any demographic disparity in the XGBoost model most likely due 

to the characteristics of the dataset and the additional flexibility of the XGBoost model. 

However, the simpler logistic regression model did show disparity in demographic 

performance despite an overall reasonable AUC score. It is up to both algorithm 

developers and users to be sensitive to the issue of fairness in AI/ML models and to 

continue assessing their performance. 

 We have found that key design choices such as targeting a population that have an 

established diagnosis (diabetes), using an objective outcome measure (BGL level), and 

incorporating objective laboratory and vital signs data assisted us in creating an 

equitable model and reducing the potential for bias. 
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