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Abstract. Search data were found to be useful variables for COVID-19 trend 

prediction. In this study, we aimed to investigate the performance of online search 

models in state space models (SSMs), linear regression (LR) models, and 
generalized linear models (GLMs) for South Korean data from January 20, 2020, to 

July 31, 2021. Principal component analysis (PCA) was run to construct the 

composite features which were later used in model development. Values of root 
mean squared error (RMSE), peak day error (PDE), and peak magnitude error 

(PME) were defined as loss functions. Results showed that integrating search data 

in the models for short- and long-term prediction resulted in a low level of RMSE 
values, particularly for SSMs. Findings indicated that type of model used highly 

impacts the performance of prediction and interpretability of the model. 

Furthermore, PDE and PME could be beneficial to be included in the evaluation of 
peaks. 
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1. Introduction 

South Korea is known as one of the most aggressive countries in tackling the spread of 

the COVID-19 pandemic. The first case is reported on January 20, 2020, and since then 

multiple control measures were implemented including an integrated digital data 

platform that runs multiple artificial intelligence (AI) systems in producing information 

and responses [1]. Their AIs include warning systems for possible contacts and health 

providers, notification for hospitals, ambulances, mobile test laboratories, and nearest 

drive-through laboratory, possible cluster detection, as well as mask supply and 

distribution. With those approaches, South Korea has managed to bring the situation 

under control. 

However, by the end of December 2021, there were an increased number of critically 

ill patients [2] and the spread of highly contagious Omicron variant [3]. This situation 
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showed that there was longer disease transmission in the population which may require 

trend predictions in preparing for upcoming future waves [4], in terms of human 

resources and medical equipment deployment [5]. A study by Rabiolo et al [6] found that 

models incorporating search data performed better in the first month of outbreak 

prediction. Similar results were also reported in two previous studies from Iran [7] and 

India, the United States, and the United Kingdom [8].  

Utilizing search data for trend prediction was aimed to capture the patterns of online 

health-seeking behavior which may provide a real-time indication of symptoms in a 

population [9]. Therefore, new waves or peaks could possibly be detected at the earlier 

stage of the outbreak [10]. Our previous study [11] in South Korea demonstrated that 

search volumes were useful variables in predicting daily new COVID-19 cases and 

deaths in the first 6 months of the outbreak with higher feature effects. Although, it 

remains unclear whether the type of model used will affect the performance of online 

search models, particularly for longer prediction periods. In this study, we assessed the 

performance of internet search models in state space models (SSMs), linear regression 

(LR) models, and generalized linear models (GLMs) for COVID-19 cases and deaths 

prediction in South Korea. 

2. Methods 

2.1. Datasets 

Country-level COVID-19 cases and deaths were downloaded from the Center for 

Systems Science and Engineering at Johns Hopkins University [12]. Besides, mobility 

data were collected from Google’s Community Mobility Reports [13] along with Apple’s 

Mobility Trends Reports [14]. In addition, NAVER search volumes were retrieved from 

NAVER’s website [15] using terms in Korean language for coronavirus, coronavirus 

test, Middle East respiratory syndrome, face mask, social distancing, Shinchoenji, kf94 

mask, disposable mask, thermometer, hand sanitizer, mask strap, and kf80 mask. 

Quotation marks were used for terms with more than two words and search data were 

retrieved for all types of searches, genders, and age groups. Case-related data were 

collected from January 20, 2020, as the first COVID-19 case was reported in South Korea 

to July 31, 2021, while mobility and search data were queried with a lag of 3 days. Data 

were then compiled into four subsets including 3, 6, 12, and 18 months after the first case 

was reported. Furthermore, missing values were filled using a mean of the subset. 

2.2. Statistical Analysis 

Analyses and visualizations in this study were executed in SAS Studio (SAS Institute, 

Cary, NC, USA). Each subset was subjected to principal component analysis (PCA) 

using proc hpprincomp to eliminate the effect of multicollinearity. Composite variables 

that account for around 90% of the variance were then used in the model development. 

Proc glmselect with lasso (LR1), adaptive lasso (LR2), and elastic net regularization 

(LR3), steps of 25, and the lowest Akaike information criterion (AIC) in picking model 

were used to create the LR model. While GLM was created in proc hpgenselect using 

three distinct distributions including normal (GLM1), Poisson (GLM2), and negative 

binomial (GLM3), utilizing stepwise selection and an alpha of 0.05 for the selection 

technique. Besides, SSM with proc ssm was performed with three types of trends: 
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random walk (SSM1), local linear (SSM2), and damped local linear (SSM3), as well as 

white noise to represent irregular trends. The model was trained using all of the data from 

each subgroup. 

Root mean squared error (RMSE) values were defined as loss functions as well as 

peak day error (PDE) and peak magnitude error (PME) to evaluate the performance of 

the model in predicting peaks of the pandemic. The formulas of root mean squared error 

(RMSE), peak day error (PDE), and peak magnitude error (PME) are written in Eqs.1-3:

(1)

(2)

(3)

In RMSE, Pi is defined as predicted and Oi as observed values of daily new COVID-19 

cases and deaths in the time series. Whereas PDE was the difference between predicted 

and observed peak days and PME was calculated as the difference between the observed 

and predicted value in the peak of daily new COVID-19 cases and death. Where p and 

p` denote the observed and predicted peak day, while h and h` denote the maximum 

values reached by the actual and predicted target, respectively. The formula of PDE and 

PME was adopted from a previous study [16] with several changes.

3. Results

Prediction results (Table 1) revealed that the state space model with local linear trend 

type (SSM2) performed better in predicting cases and the state space model with damped 

local linear trend type (SSM3) for predicting deaths, as measured by root mean square 

error (RMSE) values. Despite the RMSE values being extremely low, when models were 

evaluated by peak day error (PDE) and peak magnitude error (PME), different findings 

were obtained. Figure 1 showed that in most cases, the timing of peaks was accurately 

predicted, with the exception of the second peak of the third subset (+1) and the last peak 

in the fourth subset (-3). Even while the model properly predicted the number of cases

as indicated by the RMSE values, the magnitude of errors measured by PME ranged from 

-189.91 to 264.67. In addition, peaks for death prediction were also accurately predicted

except for the last peak in the fourth subset (+2), with peak magnitude errors varied from 

-10.80 to -1.01.

Table 1. Performance of search models, assessed by root mean squared error (RMSE) values.

Model Prediction of daily new COVID-19 cases Prediction of daily new COVID-19 deaths

Set 1 Set 2 Set 3 Set 4 Set 1 Set 2 Set 3 Set 4

GLM1 6.17 3.88 0.26 3.43 0.04 0.01 0.03 0.09
GLM2 0.41 0.38 1.29 3.40 0.01 0.01 0.01 0.01

GLM3 0.12 0.18 0.29 0.70 0.02 0.00 0.01 0.01

LR1 4.14 3.38 0.66 2.33 0.08 0.06 0.03 0.11
LR2 1.50 3.93 1.12 1.57 0.02 0.05 0.07 0.05

LR3 0.77 4.81 2.33 0.19 0.07 0.02 0.02 0.21

SSM1 0.09 0.30 0.19 0.10 0.02 0.00 0.00 0.00
SSM2 0.07 0.06 0.08 0.03 0.00 0.00 0.00 0.00

SSM3 0.30 0.08 0.05 0.04 0.00 0.00 0.00 0.00
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Figure 1. Time series of daily new COVID-19 cases and deaths in South Korea from January 20, 2020, to July

31, 2021, and predicted values in the state space models (SSMs). PDE: peak day error; PME: peak magnitude 
error.

Furthermore, developed models (Table 2) for case prediction indicated that the first 

composite variable only shared higher parameter estimates in the first and second 

subsets. Higher parameter estimates were observed in the model for trend components 

including level, slope, and noise variance. Similar results were also found in death 

prediction. This finding demonstrated that trend components had a greater influence than 

composite variables in the model. 

Table 2. Parameter estimates of models.

Component Prediction of daily new COVID-19 cases Prediction of daily new COVID-19 deaths

Set 1 Set 2 Set 3 Set 4 Set 1 Set 2 Set 3 Set 4

Comp 1 36.17 19.73 11.30 6.69 0.17 0.10 0.06 0.02

Comp 2 -3.54 -11.38 -11.35 -3.22 -0.19 -0.18 -0.32 -0.13
Comp 3 -2.54 8.40 17.13 6.32 -0.13 -0.01 0.03 0.09

Comp 4 18.68 12.91 -0.55 -5.17 -0.22 -0.02 0.37 0.13

Comp 5 -4.63 4.92 1.42 5.76 -0.12 -0.11 0.05 0.35

Comp 6 1.70 10.44 8.02 -5.02 -0.08 -0.18 -0.14 0.02

Comp 7 14.18 -1.74 12.99 4.37 0.08 -0.10 -0.05 -0.13
Comp 8 24.85 0.53 4.91 6.73 -0.06 0.14 0.11 0.01

Comp 9 — — 1.78 -1.98 — — — -0.28

Level variance 2.47E+3 1.32E+3 1.50E+3 3.94E+3 1.05E-8 0.16 1.05E-8 1.05E-8

Slope variance 1.05E-8 1.05E-8 1.05E-8 1.05E-8 3.30 2.20 4.15 3.69

Phi — — — — 1.00E-5 0.00 1.00E-5 1.00E-5

Noise variance 2.16E+3 1.08E+3 1.70E+3 2.05E+3 2.71 1.74 3.17 2.83

4. Discussion

In this study, the use of search data in the models for short- and long-term prediction 

resulted in low RMSE values. State space models (SSMs) outperformed our prior models

[11] in linear regression (LR) models and generalized linear models (GLMs). It might 

imply that the type of model utilized has a significant influence on prediction 

performance. If the target variable has a greater magnitude of trend component, a time 

series-based model that includes trend type in the model may perform better in 

prediction. 

Besides, findings revealed that the type of model utilized also had a significant 

influence on model interpretability. In our previous study [11], search data had a stronger 

influence on the model. In this analysis, however, greater parameter estimates (Table 2) 

in the model were obtained in trend components including level, slope, and noise 
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variance when compared to composite variables constructed using search data, mobility 

reports, and COVID-19 metrics.  

Larger levels of error were discovered in the measurement of PDE and PME when 

compared to RMSE. PDE and PME (adopted from a previous study [16] with several 

changes) were defined in this study as the difference between expected and observed 

peak days, as well as the difference between the observed and predicted value in the peak 

of daily new COVID-19 cases and deaths. This peak assessment which includes an 

evaluation of peak timing and amplitude may help public health practitioners and 

policymakers to anticipate future waves.  

5. Conclusions 

Utilizing search data for trend prediction was aimed to capture the patterns of online 

health-seeking behavior which may provide a real-time indication of symptoms in a 

population. In addition, types of models have a significant influence on the model’s 

prediction performance and interpretability. 
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