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Abstract. Few-shot learning (FSL) is a category of machine learning models that 
are designed with the intent of solving problems that have small amounts of 
labeled data available for training. FSL research progress in natural language 
processing (NLP), particularly within the medical domain, has been notably slow, 
primarily due to greater difficulties posed by domain-specific characteristics and 
data sparsity problems. We explored the use of novel methods for text 
representation and encoding combined with distance-based measures for 
improving FSL entity detection. In this paper, we propose a data augmentation 
method to incorporate semantic information from medical texts into the learning 
process and combine it with a nearest-neighbor classification strategy for 
predicting entities. Experiments performed on five biomedical text datasets 
demonstrate that our proposed approach often outperforms other approaches. 
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1. Introduction 

Few-shot learning (FSL) is a class of machine learning methods that attempt to learn to 
execute tasks using small numbers of labeled training examples. Learning from small 
numbers of instances is challenging for machine learning models, although it is 
conceptually possible. For many NLP tasks, particularly within the medical domain, 
the availability of labeled data can be limited (e.g., for rare diseases) [1]. Even when 
large, labeled datasets that are created for targeted tasks can be difficult or impossible 
to share if they originate from medical sources due to restrictions associated with data 
privacy and patient security. The limitations of lexicon-based (e.g., lack of 
generalizability) and deep learning (e.g., need for large, labeled data) approaches 
provide motivation for the development of FSL methods that can effectively learn from 
small, labeled datasets [2]. 

In this paper, we propose a new method for FSL for named entity recognition 
(NER) that employs a semantic data augmentation module combined with a nearest 
neighbor classifier to solve data sparsity problems. We also explore the influences of 
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different distance metrics. To evaluate our approach, we conducted experiments on five 
biomedical text datasets. Our results demonstrate that the proposed approach often 
outperforms other models. 

2. Methods 

The overarching aim of FSL-based NER systems is to learn from a small number of 
examples to label names of entities of interest in text documents. In the following 
subsections, we first introduce the encoding procedure for augmenting semantic 
information, then we present different distance metrics to explore the influences of 
methods for calculating similarities. 

2.1. Data Augmentation with Nearest Neighbor Classifier 

To generate contextual representations for all input tokens, we used a semantically 
augmented NER model [3] trained on the same source domain as an encoder. The 
architecture of this data augmentation method combined with the nearest neighbor 
classifier (DANN) is shown in Figure 1. It follows a popular neural architecture for 
supervised NER: a BERT-based NER model. For training these models on the source 
domain, we followed the settings described in Nie et al. [3]. After we obtained the pre-
trained embeddings from the BERT-based NER model, for each token in the input 
sentence, we extracted the top m words that are most similar to the token based on 
cosine similarities obtained from GloVe.  

 
Figure 1. The overall architecture of our proposed model DANN: Data Augmentation 
combined with Nearest Neighbor classifier. An example sentence is shown, where the 
augmented semantic information for the word “diarrhea” are also passed for processing 
through the augmentation module and the gate module. After the gate module, a nearest 
neighbor classifier computes the similarity scores for tokens. 
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Since not all extracted words are helpful, the augmentation module is used with an 
attention mechanism to weigh the semantic information carried by the extracted words 
depending on their contributions in various contexts. After the semantic augmentation 
module, a gate module is applied since the contribution of the obtained augmented 
semantic information to the NER task varies in different contexts. Particularly, we used 
a gate to control the information flow by: 

 

                                                                          (1) 

where  and  are trainable matrices and bg is the corresponding bias term. 
At inference, given a test example  and a K-shot entity support set  

 comprising  sentences, we employed a token embedder 

 to obtain contextual representations for all tokens in their respective 
sentences. Next, different distance metrics are used for computing similarities between 
tokens in the nearest neighbor classification. 

2.2. Distance Metrics 

We experimented with four methods: squared Euclidean distance, Manhattan distance, 
infinity norm distance, and 3-norm distance—all commonly used measures of distance. 

The Euclidean distance between two points in Euclidean space is the length of a 
line segment between the two points. In Euclidean space, Euclidean distance (2-norm 
distance) is usually used to compute the distance between two points. Other distances, 
based on other norms, are sometimes used instead. The 2-norm distance is the 
Euclidean distance, the 1-norm distance is called Manhattan distance, because it is the 
distance a car would drive in a city laid out in square blocks (if there are no one-way 
streets). The infinity norm distance is also called Chebyshev distance. The p-norm is 
rarely used for values of p other than 1, 2, and infinity, so in our experiment, we only 
tried 3-norm. 

2.3. Datasets and Comparison Models 

We conducted our experiments on five medical text datasets, which included MIMIC 
III (Medical Information Mart for Intensive Care) dataset [4] and four additional 
datasets from different shared tasks: (i) the N2C2 2018 shared task track 2 [5]; (ii) the 
I2B2 2014 shared task [6]; (iii) the BioNLP 2016 shared task [7]; and (iv) the SMM4H 
(Social Media Mining for Health Applications) 2021 shared task 1b [8]. 

We used the NNShot model [9] as our comparison system since it was the top 
FSL-based NER model from in our recent benchmarking work [10]. The backbone of 
NNShot is the Nearest Neighbor Classifier, and it uses Euclidean distance to compute a 
similarity score between a text segment in the test set and all tokens in the support set. 

3. Results 

Table 1 shows the F1-scores of our proposed model DANN with different distance 
metrics on five medical datasets. From the table, we see that our experimental results 
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outperform the comparison model on most tasks, and our model’s performance is the 
best one on the I2B2 2014 dataset. On other datasets with different characteristics, the 
performance of our model is also close to that of the benchmark models, except for the 
N2C2 2018 dataset. This is probably because the size of the N2C2 2018 dataset is the 
largest amongst those included in this study, and hence, the number of occurrences of 
the “O” entity type is much higher than in other datasets. This perhaps leads to the 
introduction of more noise. The table also shows that for the social media dataset 
(SMM4H 2021), none of the models can make accurate predictions with few samples. 
Previous research has shown that social media based medical NLP datasets are more 
difficult to obtain high performances as social media data has specific characteristics 
that make NLP challenging, such as the presence of misspellings and colloquial 
expressions. 

Table 1. F1-scores of our proposed DANN models with four different distance metrics on five medical 
datasets compared with NNShot. The best performance of our models in 5-shot settings and 1-shot settings 
has been highlighted in bold and underlined. 

Models Training 
Size 

N2C2 
2018 

I2B2 
2014 

MIMIC 
III 

BioNLP 
2016 

SMM4H 
2021 

NNShot (few-shot model) 5-shot 25.29 19.73 19.51 28.88 0.00 
1-shot 16.70 16.35 15.37 6.42 0.00 

DANN + 
Squared Euclidean distance 

5-shot 0.21 25.18 19.34 24.02 0.00 
1-shot 2.25 11.95 9.55 22.68 0.00 

DANN +  
Manhattan distance 

5-shot 0.16 27.29 19.68 24.21 0.00 
1-shot 1.95 10.81 5.38 22.97 0.00 

DANN + 
Infinity norm distance 

5-shot 0.13 16.99 16.99 23.97 0.00 
1-shot 1.68 16.99 9.70 22.84 0.00 

DANN + 3-norm distance 5-shot 0.14 22.87 18.98 23.93 0.00 
1-shot 2.25 13.92 10.54 23.16 0.00 

 
For the same settings of the DANN model, we can horizontally compare five 

methods for calculating similarity. From Table 1, we see that Manhattan distance 
performs relatively well in the 5-shot setting, slightly outperforming other distance 
metrics on three datasets. Meanwhile, the best-performing distance method in the 1-
shot setting is the least frequently used 3-norm distance metric, which performs the 
best on three datasets. 

4. Discussion 

The essence of our method is to change the input from the simple embedding generated 
by the BERT model to a more complex generation method. Specifically, we use a data 
augmentation module, based on the nearest neighbor classifier. In this experiment, we 
used a BERT-based NER model to generate encodings, and used GloVe to select words 
that are similar to the input tokens. These are both good mechanisms for obtaining 
word vectors, but they have no unique advantages for medical data. Therefore, we also 
experimented with more domain-specific models such as BioBERT and ClinicalBERT 
to try to obtain the representations of tokens which are learned from medical or 
scientific data. These experiments, however, did not produce results better than other 
approaches. 
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5. Conclusions 

FSL approaches have substantial promise for NLP in the medical domain as many 
medical datasets naturally have low numbers of annotated instances. We focused on 
applying a semantic augmentation module with an attention mechanism for leveraging 
the semantic information from the extracted similar words, then employed nearest 
neighbor learning at the inference stage. The results show that our model mostly 
outperforms other methods on one dataset. In the future, we will explore the possibility 
of incorporating domain knowledge from the Unified Medical Language System 
(UMLS), and potential opportunities for multi-modal data augmentation. We will also 
experiment with social media specific pretrained models, such as BERTweet for 
improving performance on social media datasets, such as SMM4H. 
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