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Abstract. In this work we document the development of an ASR system for the 

transcription of conversations between patient and doctor and we will point out the 
critical aspects of the domain. The system was trained with an acoustic base of 

spontaneous speech that has a domain language model and a supervised phonetic 

dictionary. Its performance was compared with two systems: a) NeMo End-to-End 
Conformers in Spanish and b) Google API ASR2 Cloud. The evaluation was carried 

out on a set of 208 teleconsultations recorded during the year 2020. The WER (Word 

Error Rate) was evaluated in ASR, and Recall and F1 for recognized medical 
entities. In conclusion, the developed system performed better, reaching 72.5% 

accuracy in the domain of teleconsultations and an F1 for entity recognition of 0.80. 
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1. Introduction 

The transcription of the conversation between doctor and patient constitutes valuable 

information for health institutions. The entities contained in this context, such as 

symptoms, exams, medications, vital signs, can be used both for the automatic 

construction of the medical evolution [1], for statistical purposes or as another record of 

the electronic medical record. In this sense, Kodish-Wachs [2] refers to two articles [3] 

and [4], where the recordings of the medical interviews and the resulting evolutions are 

compared and "significant omissions" were found and an accuracy of 71%-73% for the 

diagnostic category. 

For example, the HCEM [5] system developed for the medical report dictation has 

a WER ( Word Error Rate) of 6%, while the same system applied to the doctor-patient 

conversations of the present study drops drastically to the level of 35%. A recent study 

found that the WER of simulated medical conversations with a commercial Automatic 

Speech Recognition (ASR) engines was between 65% and 34% [2]. The problem is that 

these systems are trained for controlled dictation situations and with a high frequency of 

use of vocabulary. In a recent work [1], a patient-doctor transcription model trained with 
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thousands of hours of parallel audio and medical documentation is presented and reports 

the best performance, with a WER of 18.3%. However, data is not always available to 

developers, due to data privacy protocols. 

In addition to the difficulties indicated in spontaneous speech, such as false starts, 

filled pauses, and unfinished sentences [6-8], there are other factors involved in poor 

performance, such as the speaker distance from the microphone or the low computer 

recording quality, voice overlapping, and ambient noise [9,10]. In addition, the problems 

produced during diarization [11] which segments the recording into speech turns per 

speaker should be pointed out. 

At the moment, automatic recognition systems can present a variety of architectures 

in which End-to-End systems (E2E onwards) predominate, in which during training the 

system learns to predict the letter or fragments of words such as syllables or morphemes, 

from the audio. In this sense, they do not require a specific module to model 

pronunciation and language models, although they can be added in decoding. This paper 

presents the development of a hybrid system (HMM/TDNN) that offers the possibility 

of using audios that don't belong to the domain but show characteristics of spontaneous 

speech and hospital population dialectal varieties. The language model was adapted to 

the medical domain and the pronunciations of the phonetic dictionary were manually 

supervised. 

To evaluate the performance of the system, a set of 208 teleconsultations recorded 

during year 2020 was used and compared with a NeMo Conformer system for Spanish3 

(E2E) [12] and the Google ASR system in Spanish4. The evaluation was measured in 

WER for the ASR system, in Recall and F1 for recognized medical entities. 

2. Methods 

This research was executed from 2019 to 2021. The overall system performance depends 

on the automatic recognition system as a critical element [13], and that’s the reason why 

we focus our attention in acoustic training and language model building. 

2.1.  Acoustic Training 

A large corpus (42,000 hours) representative of the phonetic variation and dialects of 

Argentina was collected. Public domain audios (33,000 hours) were used with preference 

for spontaneous speech. In addition, audios from the medical domain were collected, as 

well as presentations by the Argentine Medical Societies (7,000 hours) and others from 

the Italian Hospital of Buenos Aires (2,000 hours). Then the audios were subjected to a 

cycle of various tasks such as forced alignment [1] of the transcripts generated in various 

decoding processes, and segments with low signal-noise level were evaluated. As a 

consequence, 6,000 hours were selected, which met the criteria of balance and 

confidence in the transcription. 

The ASR system was trained using the factored TDNN model [14] using the 

Kaldi toolkit. The choice of the TDNN system responded to several reasons: a) the 

TDNN models have the advantage of being able to model acoustic and language models 

independently, extracted from different domains, b) the phones acoustic models can 
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easily incorporate phonetic, linguistic and contextual knowledge structured by using a 

lexicon and c) it does not require expensive infrastructure and has acceptable 

performance in real time. 

2.2.  Language Model 

The language model was built to improve the adaptation to the domain of doctor-patient 

conversation, in which colloquial and interactive language is combined with medical 

vocabulary. A corpus of medical reports made at the Hospital Italiano of Buenos Aires 

between 2017 and 2021 (144 million sentences and 91,702 words vocabulary), duly 

anonymized (patients ID and doctors and patients names) was used. Pronunciations of 

recognized Spanish words were automatically generated by training the Phonetisaurus 

system, and foreign words, proper names, and abbreviations were corrected by hand. The 

rest of the corpus was collected from various sources (Spanish TED Talks, TV and Radio 

medicine programs and interviews, medical internet forums, parliamentary speeches and 

oral and public trials), with a prevalence of spontaneous speech transcripts. The search 

criteria were the high occurrence of first and second person pronouns and verbs, which 

reflected speech in a verbal interaction, which is not represented in medical reports. It is 

made up of 20 million sentences and 177 million words. The dictionary in total has 

388,649 words.  The model is generic: the vocabulary and the selected corpus was 

independent of the evaluation text, to avoid bias in the results. With the corpus, a 

quadrigram model was built by interpolating 20 models with 4grams using modified 

Kneser-Ney smoothing.  

3. Results 

The test set has 208 teleconsultations carried out during 2020 that were recorded online 

on video from Jitsi Meeting System and then the audio was extracted in OGG Vorbis 

format, mono, at 48Khz sampling rate. The objective of the recordings was to evaluate 

the system performance and the quality of video and audio transmission. The 

teleconsultations lasted 16 hours 35 minutes of audio, and the participants were: 12 

doctors and 202 patients. Audio quality was poor, with abundant noise and voices 

overlapping. When more than a quarter of the emission presented overlapping voices or 

with high intensity noise, the wave was discarded. The microphones used in many cases 

are not adequate for ASR, such as the microphone present in cameras or notebooks. The 

"BBC Speech Segmenter" system [15] was used for the diarization of teleconsultations. 

The test data set was not used in the development of the system, nor were similar data. 

Table 1. ASR WER and Accuracy, and Entity Recognition Precision Recall and F1. 

Model Kaldi TDNN NeMo Conformer Spanish Google API Spanish 
Accuracy/WER 72.5 % / 27.5  64 % / 36 39 % / 61 
Precision (Entities) 0.98 0.97 0.86 

Recall (Entities) 0.87 0.78 0.42 

F1 (Entities) 0.80 0.42 0.28 
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WER and Accuracy was carried out with the software sctk5. Medical entities were 

evaluated as correct when the ASR transcribed them appropriately. No entity recognition 

system was evaluated here. 

4. Discussion 

The Kaldi TDNN system obtained better results compared to the other two systems and 

achieved 72.5% of accuracy and a F1 = 0.80 in medical entities recognition. Although 

the WER continues to be high, the errors are concentrated in connectors (articles, 

prepositions) or in morphological variants (plural vs. singular), while the lexemes that 

are important for the recognition of entities and contents are preserved. Its comparative 

advantage is that it can be trained in acoustic terms in similar conditions to the hospital 

environment, with a population that has the dialectal variations of the patients, allowing 

control of pronunciations and language models. 

The E2E restricts the training vocabulary, although it is possible to improve its 

performance by coupling a language model. As a consequence, it had many errors as 

creating non-existent words that have pronunciations similar to the right ones: for 

example, the medicine “Amlodipine” => “lodipine” or “anglodipine”, the symptom 

“diabetic” => “llabetico” and “ colesterol” => “coletrol”. These limitations can be 

corrected [16] by translating the result obtained into medical vocabulary, since non-

existent words can be rescued by an automatic spelling system. 

The Google API system, on the other hand, recognized medical words as existing 

names, such as “Parkinson's” => “parking”, or “obstructions” => “demosthenes”. The 

system has a high degree of recognition for specific domains of clear speech where a 

close-talk microphone is used, with noise cancellation and the domain is dictation. The 

results presented here are similar to those reported by [2]. Google has a medical 

conversation system available in US English, but not in Spanish. 

Systems can be improved through ways: with a significant number of transcribed 

doctor-patient conversations having been collected, fine-tuning of the acoustic models 

and language models is possible [1]. Both Kaldi and NeMo are adequate to perform this 

task. 

The precision in entity recognition is high in all systems because common words are 

hardly transcribed in a medical vocabulary word. The Recall and F1 give a more 

representative sample of true system performance.  

Otherwise, to improve performance could be the recording on different channels to 

the doctor and the patient, in order to avoid voices overlapping and also the use of 

appropriate microphones to improve audio quality. The adoption of data augmentation 

methods for ASR and NLP [17] is another path to follow, the importance lies not only in 

the deep learning methods chosen but also in the data that trains the systems. 

5. Conclusions 

The strategy adopted in the language model building, adapted to the domain, a supervised 

phonetic dictionary and an acoustic model trained with spontaneous speech has allowed 

the creation of a competitive system for the transcription of medical conversations which 
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can be improved in successive developments. To achieve an acceptable degree of 

recognition of medical entities in terms of F1, it is estimated that a level of Accuracy in 

speech recognition of 85% could be acceptable. The results of this first evaluation show 

that the system has potential and that the difficulties can be mitigated in the entity 

recognition task in the medical domain.  
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