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Abstract. Medical research prioritization is an important aspect of decision-

making by researchers and relevant stakeholders. The ever-increasing availability 
of technology and data has opened doors to new discoveries and new questions. 

This makes it difficult for researchers and relevant stakeholders to make well-

informed decisions about the research areas they want to support and the nations 
they should look for collaborations. It is, therefore, useful to look at the spatio-

temporal trends of medical research prioritization to gain insight into popular and 

neglected areas of research as well as the allocation of prioritization of each nation. 
In this study, we develop a system that collects, classifies, and summarizes case 

report abstracts according to the location, time, and disease category of the report. 

The additional classifications allow us to visualize and monitor the trends in 
medical research prioritization by location, time, and disease category. 

Keywords. Medical research prioritization, natural language processing, named 

entity recognition 

1. Introduction 

Advances in information technology paved the way for the modernization of healthcare 

systems and medical research. Computational tools now available to medical 

researchers, like machine learning techniques, are widely used in a wide range of tasks 

and research [1]. This allows researchers to explore questions and research areas that 

would have otherwise been difficult or impossible. Medical researchers are now faced 

with an ever-growing number of choices on the types of diseases they want to study, 

and likewise, institutions are faced with the same number of choices to which to 

allocate their research funds. While some categories grow more popular, other diseases 
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are faced with neglect [2]. Medical research prioritization is thus a problem faced 

across various disciplines and usually involves discussions among various stakeholders 

sharing their domain expertise [3,4]. These discussions and decisions affect the lives of 

many individuals and take time and resources to reach a conclusion. With the use of 

technology and the ever-growing amount of data available, the speed and quality of 

these discussions can be improved. In this study, we propose a system that utilizes 

natural language processing (NLP) tools to provide a data-driven macro perspective of 

trends in medical research to gain additional insight that will help researchers and 

institutions make better-informed decisions. 

To achieve this, we rely on advances in named entity recognition (NER). NER 

refers to the identification of entities in the unstructured text that belongs to predefined 

categories. In medical research, NER can be used to identify names of diseases, drugs, 

and procedures, among others (see [5,6]). 

In this research, we propose the use of NER models on publicly available 

databases of case reports. Case reports are written to inform colleagues about important 

and novel information about symptoms, diagnoses, and treatments of diseases [7,8]. 

These collections of reports provide a rich source of information on the research 

prioritization of various countries according to each time period. 

2. Methods 

The data used in our system consists of case report abstracts from the PubMed archive 

[9]. PubMed provides free access to indexes, titles, abstracts, and author information 

from biomedical and life science literature. We extracted N = 298,303 articles using the 

search term “case report” and a date range from 2016-01-01 to 2021-10-31 (Figure 1). 

We obtained each article's abstract, publication date, and author affiliation. For the 

publication date, we took the earliest date recorded if there were multiple dates. 

 
Figure 1. Number of extracted case reports per year. 

The extraction of disease names mentioned in the abstract can be classified as an 

NER task in NLP. A common method to approach NER tasks is to treat it as a 

sequential labeling problem where labels are assigned to each token (usually words) in 

a sequence of tokens (usually a sentence). There are many approaches to NER, with 

state-of-the-art approaches utilizing deep learning-based models to achieve the best 

performance. Other deterministic approaches, such as conditional random fields (CRF), 

are still used or utilized by modern techniques. CRFs are a class of statistical modeling 

methods that perform well for labeling sequential data because the context of a target 
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token can be taken into consideration compared to methods that treat each token as the 

sole input. In lieu of state-of-the-art models for NER, we used CRF for its better 

explainability and understanding, ease of training, and good performance [10,11]. 

Our NER model was trained using the NCBI corpus, which contains PubMed 

abstracts that are annotated with mentions of disease names [12]. We started by 

tokenizing the abstracts first into sentences, then into words [13,14]. We obtain the 

parts-of-speech tags for each word [13] with the reformatted BIO/IOB tags (classify 

each token to be at the “beginning,” “inside,” or “outside” of a named entity) of the 

annotations to train the model. 

Two variables need to be normalized in our system: author affiliations and 

mentions of disease names. The author affiliations were normalized into country codes 

using a rule-based approach utilizing a list of country names and lists of states, 

provinces, and prefectures of some countries. Normalizing disease names required 

further measures. 

We normalized disease names to the January 2021 release of the International 

Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM) codes 

[15]. This was done by calculating the Levensthein similarity score between mentions 

and each of the disease names in ICD-10-CM. Additionally, we also used the Orphanet 

dataset, which includes ICD-10 disease names, codes, as well as synonyms of rare 

diseases [16]. 

3. Results 

Our NER model achieved an F1-score of 0.7661 on the NCBI corpus's test set, which 

suggests that the model performs moderately well in identifying disease names (Table 

1). Disease names were detected in 264,399 abstracts (88.63%), whereas 205,939 

(69.04%) abstracts contained entities that were successfully normalized to ICD-10-CM 

codes. A sample of an abstract with annotations is shown in Figure 2. 

Table 1. Named entity recognition model performance. 

Tag Precision Recall F1 Score Support 
Disease 0.8222 0.7172 0.7661 838 
     

micro avg 0.8222 0.7172 0.7661 838 

macro avg 0.8222 0.7172 0.7661 838 
weighted avg 0.8222 0.7172 0.7661 838 

 
Figure 2. Sample abstract with identified disease names in highlights.  

Each abstract was tagged according to the first author's affiliated country, 

publication date, and the ICD-10-CM codes of mentioned diseases. These three 

variables allowed us to summarize the data and visualize the trends and distributions 

(Figures 3-5). 
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Figure 3. Bar chart of the distribution of published case reports for Japan in 2017. 

 

 

 

Figure 4. Line chart of published case reports for ICD Chapter A00-B99 from 2011 to 2021. 

 
Figure 5. Heat map of normalized counts of published case reports for ICD Chapter A00-B99: Certain 

infectious and parasitic diseases in 2017. 

4. Discussion 

The motivation for this paper was to monitor trends and patterns in medical research 

prioritization using the number of published case reports as a metric. This was a 

preliminary study that will be expanded further, so we did not aim to achieve state-of-

the-art performance for our model's components. Instead, we relied on methods that 

provide good enough performance that is easy to implement and understand. 

This data can be used to describe the distribution and trends of prioritization 

of a nation as well as which nations are leading in research output for each disease 

category. These insights can be used to help make decisions on research focus, funding, 

and collaboration by looking at the trends and distributions. Incorporating external data 

of interest to researchers or stakeholders, such as economic or epidemiological data, 

can uncover underlying relationships relevant to decision-making. 

We also note some limitations of our system. Our system uses only the abstracts of 

published case reports. Although it is possible that some disease names are mentioned 

in the main text and not in the abstract, we rely on the assumption that relevant disease 

names would be included in the abstract. Our use of Levensthein distance does not 

handle acronyms or alternative names, but this can be improved with more state-of-the-

art approaches. We rely on another assumption that official names would be used in the 

abstract at least once. Lastly, our country name normalization does not include every 

country's subregions and would, therefore, underrepresent some countries. 
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5. Conclusions 

In this paper, we presented an end-to-end system that utilizes NLP techniques to collect, 

classify, and summarize abstracts of published case reports according to publication 

date, first author's country of affiliation, and ICD-10-CM codes of identified disease 

names. This system serves to help medical researchers decide on which diseases to 

prioritize based on their circumstances and resources. This can also be used by relevant 

stakeholders to decide on funding allocation and collaboration efforts. Without the use 

of state-of-the-art tools, we demonstrated the capable performance of simpler methods 

that still yield good results and usable insights. 
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