Predicting Overall Survival in METABRIC Cohort Using Machine Learning

Afroz BANU, Rayyan AHMED, Saleh MUSLEH, Zubair SHAH, Mowafa HOUSEH and Tanvir ALAM

Abstract. Triple-negative breast cancer (TNBC) is an aggressive form of breast cancer that presents very high relapse and mortality. However, due to differences in the genetic architecture associated with TNBC, patients have different outcomes and respond differently to available treatments. In this study, we predicted the overall survival of TNBC patients in the METABRIC cohort employing supervised machine learning to identify important clinical and genetic features that are associated with better survival. We achieved a slightly higher Concordance index than the state of art and identified biological pathways related to the top genes considered important by our model.
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1. Introduction

Triple-negative breast cancer (TNBC) is the most fatal form of breast cancer world wide. TNBC is mainly characterized by the signature feature of the absence of progesterone, estrogen and HER2 receptors. It is highly aggressive with high relapse rates and a tendency to metastasize which is associated with poor prognosis [1]. TNBC is caused by genetic mutations and the BRCA1 gene is highly associated with TNBC. However, with the development of next-generation sequencing, several genetic mutations affecting the expression of multiple susceptibility genes have been identified that are associated with TNBC, elucidating its highly heterogeneous genetic nature [2]. Different genes enrich distinct biological pathways that reflect differences in clinical outcomes [3,4]. Many models have been applied to cancer cohorts to classify patients and predict survival based on clinical data [5]. One advantage of these models is that individuals can be stratified into risk groups paving way for personalized medicine and the accuracy with which it could be achieved can be improved by integrating genetic data with the clinical profile of patients [6,7]. Considering the high dimensionality of the gene expression data [8], Kumar et al. reduced the dimensions of genetic data and predicted survival based on different features on Molecular Taxonomy of Breast Cancer International Consortium (METABRIC) data and achieved the highest Concordance Index (CI) with the multi-task logistic regression (MTLR) model (Table 1) [7]. In this study, we predicted the survival based on clinical and genetic attributes of the METABRIC dataset to identify genes and
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underlying biological pathways that can be targeted to improve the overall survival of the breast cancer patients.

Table 1. Existing results for survival prediction on METABRIC dataset using different features. PCA- Principle component analysis; LDA- discretized Latent Dirichlet Allocation; PAM50- Prediction Analysis of Microarray 50

<table>
<thead>
<tr>
<th>Feature groups</th>
<th>CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical + PCA + dLDA + PAM50</td>
<td>0.7202</td>
</tr>
<tr>
<td>Clinical + PCA + dLDA</td>
<td>0.7079</td>
</tr>
<tr>
<td>Clinical + dLDA</td>
<td>0.7139</td>
</tr>
<tr>
<td>Clinical + PCA</td>
<td>0.6999</td>
</tr>
<tr>
<td>Clinical</td>
<td>0.6820</td>
</tr>
</tbody>
</table>

2. Methods

2.1 Dataset Collection and Preprocessing

We used the METABRIC [9] cohort which is comprised of 31 clinical attributes, gene expression profiles of 331 genes, mutations of 175 genes from 1904 breast cancer samples. The clinical and genomic data was downloaded from cBioPortal. The dataset is imbalanced with 103 patients who survived and 801 died. We first checked if the dataset contains any missing data. To deal with such missing data, we replaced them with zeros in order to obtain our baseline results. Next, as the dataset contains multiple categorical features, we applied one-hot encoding scheme to encode categorical features into a zero-one numeric array. Then we normalized the features using min-max normalization.

2.2 Supervised machine learning algorithm

We applied four machine learning models, k-nearest neighbor (kNN), Logistic Regression, Random Forest, and Support Vector Machine (SVM) and split the dataset into training and test at 80-20 ratio. To evaluate our model’s performance, we use the Area Under the Curve of Receiver Operating Characteristic curve (AUC-ROC), Concordance Index (CI), and Matthews Correlation Coefficient (MCC).

2.3 Functional Analysis of Genes

For functional analysis of genes, we identified statistically significant (adjusted p-value < 0.05 after false discovery rate (FDR) correction) gene ontology (GO) terms using gProfiler [12].

3. Results and Discussion

3.1 Model performance

In our study, we have shown the predictive ability of ML and prioritized the survival-related genes based on their importance determined by the model. Out of four models we tried, LR based model achieved the best performance (Table 2). We observed that incorporating more features led to increased complexity and the high dimensionality of
data increases the burden of multiple hypothesis testing and the likelihood of false-positive genetic associations [10].

Table 2. Machine Learning models performance on METABRIC dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>MCC</th>
<th>CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest Classifier</td>
<td>0.62</td>
<td>0.27</td>
<td>0.623</td>
</tr>
<tr>
<td>SVC Classifier</td>
<td>0.70</td>
<td>0.41</td>
<td>0.705</td>
</tr>
<tr>
<td>KNN</td>
<td>0.72</td>
<td>0.43</td>
<td>0.716</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td><strong>0.73</strong></td>
<td><strong>0.45</strong></td>
<td><strong>0.726</strong></td>
</tr>
</tbody>
</table>

3.2 Functional enrichment analysis.

We selected the features that are at least 50% important in predicting overall survival and observed that majority of the features were genes. Among clinical attributes, radiotherapy, primary tumour laterality and breast-conserving surgery were identified as important (Figure 1 A). Machine learning algorithms [11] can recognize patterns in data and can predict the outcome but it is difficult to determine the causal effect of these feature. For example, we have been able to identify survival-related clinical attributes and genes employing ML but why they are important cannot be determined. Therefore, we queried the top genes for enriched gene ontology (GO) in gProfiler which is a web-based tool for finding biological pathways enriched in gene lists. We observed that most of the identified GO terms were cancer-related such as regulation of cell proliferation and cell cycle-related pathways (Figure 1 B).

Then we did the analysis for the GO terms they could be involved in. We noticed that BBC3, CCND2, CHEK2 and GATA3 were enriched cellular response to ionizing radiation suggesting that radiotherapy is an indicator of survival probably due to the involvement of these genes. Functional validation of these genes in a suitable model could identify novel pathways and drug targets that can be exploited for improving overall survival in TNBC patients. Since TNBC is a heterogeneous disease with multiple
involved genes, not all TNBC patients will have the same gene expression pattern. Therefore, a more realistic approach would be identifying the genes that are survival-related at the individual level. This could be done by calculating the contribution of each gene in each participant towards survival followed by clustering which will be more informative in terms of genes driving the clusters providing a more specific genetic landscape of TNBC. Full list of genes and related to GO are shared in GitHub: https://github.com/tanviralambd/Metabric.

4. Conclusion

Our analysis showed that ML model incorporating clinical and genetic data can predict the overall survival of TNBC patients. This approach can identify the survival-related genes and investigating these genes could increase our understanding of why TNBC patients have different clinical outcomes and therapeutic responses. In clinical practice, the implementation of such an approach could identify high-risk patients and guide appropriate management. However, ML algorithms behave differently from humans in that they are literal which means they understand what has been told explicitly and can't adjust on their own. Therefore, the model outputs should not be trusted blindly, they should be scrutinized, and the algorithm should be modified appropriately.
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