Training ChatGPT Models in Assisting Urologists in Daily Practice
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Abstract. Artificial Intelligence (AI) has shown the ability to enhance the accuracy and efficiency of physicians. ChatGPT is an AI chatbot that can interact with humans through text, over the internet. It is trained with machine learning algorithms, using large datasets. In this study, we compare the performance of using a ChatGPT API 3.5 Turbo model to a general model, in assisting urologists in obtaining accurate, valid medical information. The API was accessed through a Python script that was applied specifically for this study based on 2023 EAU guidelines in PDF format. This custom-trained model leads to providing doctors with more precise, prompt answers about specific urologic subjects, thus helping them, ultimately, providing better patient care.
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1. Introduction and Background

Artificial Intelligence (AI) has become an ever-growing factor in our daily lives, as it has demonstrated its utility in many fields [1]. In medicine, it has showcased its potential to enhance the work of physicians, and contribute enormously to their efficiency, accuracy, and ultimately, patient outcomes. As a result, medical training and research are also greatly benefited [2]. An example of an AI system that creates interaction between humans and computers, is a chatbot, a computer program that imitates human language understanding (and generation) through Natural Language Processing (NLP) [3] and can instigate a conversation with human users over the internet. ChatGPT (generative pre-trained transformer) is an AI chatbot built on an
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OpenAI large language model (LLM) that can generate human-like text, using a machine learning algorithm trained on vast datasets [4]. In our current study, we investigate the use of a custom ChatGPT model in comparison with the ChatGPT general model, in providing credible information to urologists and assisting them, in their clinical practice.

2. Methods and Materials

In this study, we used the ChatGPT API 3.5 Turbo, which is a language model developed by OpenAI that can generate natural language text based on prompts provided by the user. The API was accessed through a Python script that was developed specifically for this study. Another key material used was the 2023 EAU guidelines in PDF format [5]. We also used a PDF parsing tool, PyMuPDF [6] library, which is an enhanced Python binding for MuPDF to extract data from PDF files. We process embeddings using the OpenAI tokenizer tiktoken [7] as in this example given by OpenAI [8]. The pdf document that is used in our study, has 34745 characters and contains 9121 tokens, which the OpenAI's GPT-3.5-turbo cannot handle all at once. Thus, we break that document up into multiple sentences that are no longer than 500 tokens [9]. In addition, we have to state that the API was run, based on default settings. The series of steps that this procedure follows are: 1) preprocess the contextual information by splitting it into chunks and creating an embedding vector for each chunk. 2) When a query is received, embed the query in the same vector space as the context chunks and find the context embeddings which are most similar to the query. 3) Prepend the query prompt with the most relevant context embeddings. 4) Submit the question to GPT along with the context that is most relevant, and receive an answer which makes use of the provided contextual information [10].

3. Results

The ChatGPT models were handed with the same specific questions based on the guidelines of the European Association of Urology (EAU) for 2023, regarding the treatment of urinary tract infections [5]. However, the custom model was trained with more specialized content on the given subject (the pdf file of 2023 EAU guidelines), while the general ChatGPT model [10] replied to our questions, based on public datasets already trained on. For example, some of the answers we received were:

Question 1:
“What is the strength rating of D-mannose use in reducing recurrent urinary tract infections according to the EAU guidelines?”

Answer to Question 1 of ChatGPT: “According to the 2020 European Association of Urology (EAU) guidelines on urinary tract infections (UTIs), the strength of recommendation for D-mannose in reducing recurrent UTIs is “weak” (grade C). This means that the recommendation is based on low-quality evidence or conflicting evidence, and the balance between benefits and risks is uncertain. The guidelines state that D-mannose is a sugar that can interfere with the ability of bacteria to adhere to
the urothelium, which is the inner lining of the urinary tract. Some studies have suggested that D-mannose may be effective in reducing the recurrence of uncomplicated UTIs in women, but the evidence is limited and the optimal dosing and duration of treatment are not well established. The EAU guidelines recommend that D-mannose can be considered as an option for women with recurrent uncomplicated UTIs who prefer non-antibiotic prophylaxis or have adverse reactions to antibiotics. However, the guidelines also note that D-mannose is not a substitute for antibiotic treatment of acute UTIs, and that its long-term safety and efficacy have not been well established.”

Answer to Question 1 by using Chat GPT API 3.5 Turbo: “The strength rating of D-mannose use in reducing recurrent urinary tract infections is overall weak and contradictory, according to the provided text.”

Question 2:
“What is the recommendation of the EAU guidelines regarding the use of fluoroquinolones for prostate biopsy prophylaxis?”

Answer to Question 2 of Chat GPT: “The European Association of Urology (EAU) guidelines recommend against the routine use of fluoroquinolones for prostate biopsy prophylaxis due to concerns about increasing resistance to these antibiotics. This recommendation is based on the increasing prevalence of fluoroquinolone-resistant bacteria, as well as the potential risks associated with these antibiotics, including tendon rupture, neuropsychiatric events, and aortic aneurysm. Instead, the EAU guidelines recommend alternative antibiotic regimens for prostate biopsy prophylaxis, depending on local resistance patterns and patient factors. For example, in regions with low resistance rates, a single-dose parenteral antibiotic, such as a third-generation cephalosporin or aminoglycoside, may be used. In regions with high resistance rates, a combination of antibiotics, such as a cephalosporin plus an aminoglycoside or an extended-spectrum penicillin plus an aminoglycoside, may be required. In addition to antibiotic prophylaxis, the EAU guidelines also recommend other measures to reduce the risk of infectious complications after prostate biopsy, such as rectal preparation with antiseptic solutions, aseptic technique during the procedure, and patient education on signs and symptoms of infection.”

Answer to Question 2 by using Chat GPT API 3.5 Turbo: “Do not use fluoroquinolones for prostate biopsy in line with the European Commission final decision on EMEA/H/A-31/1452.”

4. Discussion and Conclusion

The structure of these responses clearly demonstrates that the custom-trained models reply in a shorter and more specific manner. In addition, custom-trained models could be also trained by feeding them with anonymized patient information derived from hospital electronic health records (EHR). Thus, enabling these models to be even more efficient and provide precise, patient-centric information to physicians. Because of these leaping advancements, there has been concern about the potential replacement of physicians by AI. Doctors equipped with such technologies, on the other hand, can
become even more invaluable to their patients, as AI augments their work and efficiency [11]. It is crucial to think about any potential problems before employing LLMs for theoretical applications, to ensure their dependability and safety. When using LLMs for research data extraction, it is possible that the model may provide incorrect or biased conclusions, leading to low-quality data. Similarly, given the ethical and legal ramifications, it is important to approach the use of LLMs in patient management with prudence. It is not clear who is accountable if something goes wrong if clinicians base their choices on the information given by an LLM. The potential safety repercussions of deploying unverified or unvalidated Artificial Intelligent Systems in clinical settings are raised by this lack of accountability [12]. Thus, it is crucial to develop precise standards and rules for their use after LLMs have been adopted in clinical settings. There are two main key take-away messages from the current study. The first is that large language models like ChatGPT indeed have a role in helping physicians, by providing information that is of great significance in their daily practice. The second message is, that by training the models with very specific content on the subjects we inquire about each time, we increase the credibility of the information we receive as feedback from these models, thus contributing, ultimately, to what is important, optimization of healthcare.
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