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Abstract This study suggests a novel Acute Lymphoblastic Leukemia (ALL) 

diagnostic model, built solely on complete blood count (CBC) records. Using a 

dataset comprised of CBC records of 86 ALL and 86 control patients respectively, 
we identified the most ALL-specific parameters using a feature selection approach. 

Next, Grid Search-based hyperparameter tuning with a five-fold cross-validation 

scheme was adopted to build classifiers using Random Forest, XGBoost, and 
Decision Tree algorithms. A comparison between the performances of the three 

models demonstrates that Decision Tree classifier outperformed XGBoost and 

Random Forest algorithms in ALL detection using CBC-based records. 
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1. Introduction 

ALL is among the deadliest and most prevalent types of acute leukemia. It starts in the 

bone marrow, particularly affecting children and elderly. If not diagnosed and treated 

early, ALL disease progression can lead to death in both adults and children [1]. In fact, 

it was proven that 90% of the cases are treatable if detected early [2]. Therefore, a need 

for an accurate diagnostic system to early spot the signs of ALL is crucial. 

Currently, most ALL detection procedures are manual microscopic examination 

techniques that mainly rely on a physician’s medical expertise to identify any 

abnormalities within the blood cells [1]. Although medical imaging methods have been 

successful in extracting prevalent ALL features from peripheral blood smear images in 

the initial screening phase, the overall diagnostic process is still considered time-

consuming, tedious for the physician, and highly prone to human errors [2]. With the aim 

to timely diagnose ALL and minimize the practitioner’s burden, intelligent diagnosis 

systems have been introduced to replace manual procedures. For instance, Escalante et 

al. [3] have developed an ensemble model based on particle swarm optimization for 

binary and multi-categorical classifications of acute leukemia cells including ALL cells 
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in digitized bone marrow images. Similarly, Mohapatra et al. [4] suggested a leukemia 

diagnostic model using a fuzzy-segmentation technique and a Support Vector Machine 

(SVM) classifier resulting in an accuracy of 93%. Moreover, Israet et al. [5] employed 

Convolutional Neural Networks (CNNs) for effective blood image classification and 

leukocyte segmentation, which Roy et al. [6] also achieved by alternatively developing 

a system based on DeepLabv3 and ResNet-50 to extract deep feature maps from the rest 

of the blood images. While the power of automation and Artificial Intelligence (AI) was 

greatly exploited through different applications of Machine Learning (ML) and Deep 

Learning (DL) on blood and bone marrow images for abnormality identification, 

microscopic examination was still considered challenging and computationally 

expensive [7]. In majority of cases, the input blood cell raw images require intensive 

enhancement and preprocessing to achieve higher quality images for future 

classifications. Hence, our study aims to expedite and facilitate the ALL diagnosis 

process by making use of patients’ basic electronic health information for an accurate 

and timely detection. 

2. Methods 

2.1.  Study Design 

A dataset including CBCs of 86 confirmed ALL and 86 control cases was collected from 

the National Center for Cancer Care and Research (NCCCR) at Hamad Medical 

Corporation (HMC) in Doha, Qatar. The data was retrieved as per the NCCCR-HMC 

regulations over the period extending from 2016 to 2021, and included records of ALL 

and healthy patients corresponding to values of 20 CBC parameters as follows: WBC, 

RBC, Hgb, Hct, MCV, MCH, MCHC, RDW-CV, Platelets, MPV, ANC, Lymphocyte 

count, Monocyte count, Eosinophil count, Basophil count, Lymphocytes %, Monocytes 

%, Eosinophils %, Basophils % and Neutrophils %. 

Feature Selection: To select the most ALL-discriminatory features, we performed a 

Forward Feature Selection (FFS) approach on the 20 CBC parameters [8]. An iterative 

evaluation of all the possible CBC feature combinations used in predicting the target 

class, where 0 and 1 correspond to benign and ALL patients respectively, was performed 

using FFS. The final set of features included: ANC, Hct, RBCs, MCV, MCH, 

Neutrophils %, Basophils %, Lymphocyte count, MPV and Platelets. 

2.2.  ALL Classification Models 

Using the selected features, we trained three ML models on our dataset to compare the 

different model performances in ALL classification (see Figure 1). 

Data Training: After cleaning our data and filling out the few missing values using 

K-Nearest Neighbor imputation technique [9], we proceeded to perform an 80%-20% 

data split, resulting in a training set containing 137 patients, and a testing set consisting 

of 35 samples. Our dataset exhibited a balanced number of samples for each class and 

set (see Table 1). 

Model Design: In this study, we trained and tested three ML models. (1) Random 

Forest Algorithm (RF): To find the best hyperparameters for our best RF estimator, we 

performed a Grid Search hyperparameter tuning technique [10]. The latter accounted for 

the following ranges: [10, 15] and [0, 14], for the maximum depth and the maximum 
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number of features, respectively. (2) XGBoost Algorithm: Similarly, a Grid Search 

hyperparameter tuning approach was applied on XGBoost, that searched for the best 

combination of hyperparameters in the following ranges: [1, 10], [40, 220] and [0.01, 

0.1], corresponding to the maximum depth, number of estimators and the learning rate 

of the model, respectively. (3) Decision Tree (DT) Algorithm: A Grid Search was 

identically performed on the DT model to optimize the minimum number of samples 

required to be at a leaf node and the maximum depth of a tree, given a list of different 

combinations in the range corresponding to [1, 3] for both parameters.

Figure 1. The proposed study pipeline.

Table 1. Dataset statistics.

Dataset                              172

Training Set 137 68 ALL
69 control

Testing Set 35 18 ALL

17 control

3. Results and Discussion

A 5-fold cross validation was performed on the suggested models to calculate the average 

accuracy, recall, precision and F1 score for each model. The three algorithms performed 

well on our dataset composed of patient electronic health records only, with DT

achieving the highest accuracy corresponding to 91.4% (see Table 2).

Table 2. Performance evaluation of the three ML models for ALL classification.

Metric Random Forest XGBoost Decision Tree

Accuracy 88.6% 88.6% 91.4%

Recall 82.3% 76.5% 88.2.%

Precision 93.3% 100.0% 93.7%

F1 Score 87.5% 86.7% 90.9%

Our results showcase the power of a simple CBC test in detecting the warning signs of 

ALL, using a selected combination of features. This finding constitutes a very big leap 

in the field of ALL classification, as it indicates the importance of correct reading and 

efficient utilization of basic patient health tests in optimizing diagnosis test outcomes.

Similarly, several AI techniques were applied on clinical data and have yielded excellent 

results, for instance Chen et al. [11] predicted cancer survival and Kim et al. [12] 

developed a prediction model of breast cancer recurrence. Although the need for human 

expertise is indispensable in the field of hematology detection, our suggested system can 

be used as a support for physicians, namely in the triage process, to reduce the number 

of unnecessary referrals to specialized hospitals, leaving the room for actual ALL 

suspected cases in need of further investigations. Thus, the impact of this study lies in 

providing an additional confirmation layer for the physician that can contribute to early

ALL detection and timely treatment.
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4. Conclusion 

Our study consisted of applying three ML models on 172 patients for ALL classification. 

The suggested models such as RF, DT and XGBoost, were trained using the scikit-learn 

library and evaluated in a five-fold cross-validation scheme in terms of accuracy, recall, 

precision and F1 score. Our final results demonstrated the strength of a basic test like 

CBC in accurately classifying ALL patients, where DT outperformed the rest of the ML 

methods. Although these findings are considered novel and contribute to optimizing the 

overall ALL diagnosis process, an improved study version is still needed to incorporate 

a larger dataset and the diversity in patient gender, nationality and patient health status 

at the time of diagnosis, that comes with it. 
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