A Machine Learning Study to Predict Anxiety on Campuses in Lebanon
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Abstract. University students are experiencing a mental health crisis across the world. COVID-19 has exacerbated this situation. We have conducted a survey among university students in two universities in Lebanon to gauge mental health challenges experienced by students. We constructed a machine learning approach to predict anxiety symptoms among the sample of 329 respondents based on student survey items including demographics and self-rated health. Five algorithms including logistic regression, multi-layer perceptron (MLP) neural network, support vector machine (SVM), random forest (RF) and XGBoost were used to predict anxiety. Multi-Layer Perceptron (MLP) provided the highest performing model AUC score (AUC=80.70%) and self-rated health was found to be the top ranked feature to predict anxiety. Future work will focus on using data augmentation approaches and extending to multi-class anxiety predictions. Multidisciplinary research is crucial in this emerging field.
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1. Introduction

University students’ mental health is of concern worldwide. Students are facing surges in psychological distress as reported by World Health Organization [1]. Covid-19 pandemic had worsened populations’ mental health, including anxiety. The effects were similarly experienced in Lebanon where the situation was aggravated with socioeconomic challenges [2]. An inquiry into students’ anxiety is needed to understand, and plan for suitable mental health programs and interventions targeting the student population. If we can predict anxiety, universities can deploy appropriate resources in a tailored manner. We have conducted a survey among university students in Lebanon and applied machine learning approaches [3] to predict a significant level of anxiety.

2. Methods

2.1. Dataset and Feature Selection

The dataset originated from an online survey of 329 students in one public and one private Lebanese university. Data was collected from November 2021 to February 2022. To answer the survey, students had to be either undergraduate and graduate students, with 18 years of age or higher, enrolled between Spring 2021 and Fall 2022. Our target variable is anxiety that was assessed using the Beck Anxiety Inventory (BAI)[4]. A score of 16 is considered the clinical cut-off for anxiety [5]. The anxiety score was divided into “no anxiety” (scores 0 to 15) or “with anxiety” (16 to 63). The data set was split 70% for training and 30% for testing. The variables included in the data set were gender, in a relationship, age, education level, GPA, income, self-rated health, religion importance, believe in conspiracies, adherence to COVID-19 guidelines, COVID-19 infection, having access to private counseling, following healthy diet, cigarette use, shisha use, alcohol use, physical activity habits, and number of sleeping hours.

2.2. Algorithm Selection

We have created a dichotomous target variable (Anxiety: Yes or No) and we’ve investigated the following algorithms logistic regression, multi-layer perceptron (MLP) neural network, support vector machine (SVM), random forest (RF) and XGBoost based on good performance of those algorithms in predicting anxiety [6]. All models were developed using Python Scikit-Learn (version 1.1.1). For each algorithm, parameters were fine-tuned using a grid search approach that comprehensively searches for the best hyperparameters. Model performance was measured by the area under the receiver operating characteristic curve (AUC). Imputation was performed replacing the missing values with using the mode, and one-hot-encoding was applied on categorical data.

3. Results

The mean age for the sample was 24.99 years and the standard deviation 7.39. Mild to moderate depression, anxiety, and stress were reported by the majority of participants (52.3%, 42.9%, and 61.7%, respectively), while severe depression, severe anxiety, and
AUC value for MLP was 80.70%, followed by Logistic regression (Lasso) 77.25%, Support Vector Machine (Lasso) 76.01%, Random Forest 74.75%, and XGBoost 72.58%. SVM had the highest accuracy (69.70%), followed by random forest (67.68), logistic regression (67.67%), MLP (67.50%), and XGBoost (63.64%).

In addition, we performed a feature selection using the Random Forest feature importance ranking method. Self-rated health was found to be the top ranked feature with 100% importance followed by Age at 64%. The remaining features were below 30%.

4. Discussion

An AUC value between 70% and 80% is considered as acceptable, while an excellent test would have an AUC value between 80% and 90% [7]. The best AUC was achieved by MLP (80.1%); also, MLP accuracy (67.50%) was comparable to the highest accuracy for SVM (69.70%). In our study, we are aiming at having a quasi-diagnostic model; in such cases, AUC is a best measurement for performance. Hence, MLP neural network model is the model of choice as it has a highest AUC. In the only published study related to anxiety among 1172 university students in China using the Self-Rating Anxiety Scale [8], a multiclassification using XGBoost produced an accuracy close to 80%, which is comparable to our MLP model despite the difference in the measurement scale and the classification approach (multi-class in the study vs. binary in ours); however, the AUC was not reported.

One of the limitations of our study is the relatively limited number of respondents. However, one of the key advantages of MLP neural network is its ability to be trained well on small datasets and generate good results [9]. The developed model led to good performance for the prediction of the risk of anxiety among university students and can help university councillors to plan for tailored interventions (e.g., e-mental health).

Self-rated health was by far the most important feature (100%) in relation to anxiety, followed by age (64%). All other features had importance measurement below 30%. It will be interesting to study the predictive ability of these two features alone or in conjunction with sleeping hours on predicting symptoms of anxiety; this could give a powerful insight, using very few data items, that might be used to enhance universities’ engagement with students on the topic of mental health and programming counselling services. There is an great opportunity for machine learning to play in addressing mental health challenges on campuses [10].

5. Conclusion

We have explained and discussed the first steps towards building a model to predict anxiety for university students. MLP provided the highest performances in terms of AUC and an acceptable accuracy. Mental health interventions that are based on virtual care might benefit much from machine learning models. In our future work, we focus on using data augmentation to enhance the results and extend to multi-class anxiety predictions.
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