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Abstract. Retrieving health information is a task of search for health-related 

information from a variety of sources. Gathering self-reported health information 
may help enrich the knowledge body of the disease and its symptoms. We 

investigated retrieving symptom mentions in COVID-19-related Twitter posts with 

a pretrained large language model (GPT-3) without providing any examples (zero-
shot learning). We introduced a new performance measure of total match (TM) to 

include exact, partial and semantic matches. Our results show that the zero-shot 

approach is a powerful method without the need to annotate any data, and it can 
assist in generating instances for few-shot learning which may achieve better 

performance. 
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1. Introduction 

Recent advancements in pre-trained large language models (LLMs) have 

revolutionized the ways of natural language processing. They achieved state of the art 

(SOTA) performances in many NLP tasks including conversation, text generation, 

reasoning, translation, and question answering. To retrieve the symptom mentions from 

a corpus of COVID-19-related tweets, we treat the retrieval as a question answering 

task. This treatment facilitated selecting the prompt to the language model and 

measuring the performance of the unsupervised (zero-shot) learning.  

2. Method 

The 3rd generation pre-trained transformer (GPT-3) language model [1], developed by 

Open AI, is an autoregressive language model developed based upon the previous 

generation (GPT-2) [2]. We used the GPT-3 model (text-davinci-002) without 

modifications of its architecture and hyperparameters for zero-shot and few-shot 

learning (5-shot and 10-shot)2.  
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Choosing an appropriate prompt to the language model is an important step. We 

adopted the prompt of “List the symptoms in this tweet as a list” after having 

experimented several different prompts. We proposed the total match (TM) for the 

practice use cases, rather than the widely used, strict exact match (EM) [3]. TM 

includes exact, partial and semantical matches. A corpus of 655 COVID-19-related 

tweets, annotated by two authors, was used to test the zero-shot learning. 

3. Results and Discussions 

Table 1 are the performance results of the zero-shot method along with the results of 

both 5-shot and 10-shot methods using GPT-3 on a corpus of 655 annotated tweets.  

Table 1. Performance results of zero-shot method in comparison with 5-shot and 10-shot learning methods 

on 655 tweets.  

 Exact Match Total Match Weighted 
TM 

Precision Recall F1 

0-shot 0.109 0.212 0.790 0.779 0.856 0.816 

5-shot 0.191 0.377 0.853 0.844 0.890 0.866 

10-shot 0.264 0.429 0.906 0.912 0.846 0.877 

 

Both EM and TM are lower in our method than that of few-shot learning, suggesting 

that supervised learning even with a small number of examples can perform better. 

Precision, recall and F1 are somehow lower but comparable, showing the power of 

GPT-3 to recognize symptom mentions in tweets with the general domain training data. 

This can be useful in a larger scale health information retrieval task using few-shot 

learning as the zero-shot method can serve as an initial step of few-shot learning by 

identifying a small number of instances needed to condition the model.  

It was observed that the GPT-3 language model sometimes predicts symptom 

mentions not found in the tweets. This may come from the facts in the data it learned. 

Another limitation is its inability to handle negation correctly – e.g., it predicts the 

phrase of “no cough” as a symptom. 

4. Conclusion 

The zero-shot approach of the LLM is very powerful, and can help us identify 

examples for few-shot learning methods when no annotated data are available, and can 

facilitate a larger scale task of health information retrieval. 
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