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Abstract. Word vector representations, known as embeddings, are commonly used for natural language processing. Particularly, contextualized representations have been very successful recently. In this work, we analyze the impact of contextualized and non-contextualized embeddings for medical concept normalization, mapping clinical terms via a k-NN approach to SNOMED CT. The non-contextualized concept mapping resulted in a much better performance ($F_1$-score = 0.853) than the contextualized representation ($F_1$-score = 0.322).
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1. Introduction

In clinical language processing, BERT-based models have excelled by considering discourse context. So should a vector representation of the word “cold” be capable to disambiguate whether the referent is a disease or a temperature. Mapping spans of words in clinical narratives to codes from terminologies such as SNOMED CT can be achieved through similarity matching in an n-dimensional embedding space. Taking context, i.e., the surrounding words into account, it should additionally be expected that the assignment of the correct code to an ambiguous expression is supported.

2. Method

![Figure 1. Contextualized and non-contextualized normalization using similarity matching from embeddings.](image)

We used SapBERT \cite{1}, a transformer-based language model fine-tuned on UMLS with data from the 2019 n2c2 \cite{2} normalization task. This shared task was addressed by different approaches for concept mapping, from dictionary matching to deep learning.
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Our goal was to reuse this framework in order to compare contextualized with non-contextualized mapping of text spans to SNOMED CT. First, the English synonyms from the international SNOMED CT version were mapped to vector representations using SapBERT. Second, concept mentions in sentences of the annotated n2c2 dataset were vectorized in the same way. De-capitalization, stop word and special character removal had been performed in a preprocessing step.

We compared (i) text mentions in their local context (a line of text) with (ii) the text mentions alone. SNOMED CT term candidates were retrieved by a nearest neighbor’s search based on cosine similarity, as detailed in Figure 1, and finally mapped to the SNOMED CT code they belonged to.

3. Results and Conclusion

The non-contextualized representation showed a much higher performance, (Table 1), with an F1-score more than twice as high. This illustrates the lack of context information within the embedding space and exemplifies the necessity of contextualization of SNOMED CT concepts and synonyms, usually not available in official terminology releases. This makes a generic contextualized medical concept normalization approach for about ~350k concepts not feasible at the moment.

Table 1. Evaluation results of contextualized and non-contextualized concept mapping on the n2c2 dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contextualized representation</td>
<td>0.492</td>
<td>0.279</td>
<td>0.322</td>
</tr>
<tr>
<td>Non-contextualized representation</td>
<td>0.870</td>
<td>0.847</td>
<td>0.853</td>
</tr>
</tbody>
</table>

An error analysis on the non-contextualized approach revealed certain types of errors. The non-contiguous nature of the spans results in contextual errors. The non-uniformity in providing one ‘correct’ normalization to a span returns analogy and granularity errors. The least occurring kind of errors resulted from spelling errors and acronyms.

In conclusion, the k-NN approach via non-contextual concept representations leveraging SapBERT on an existing concept normalization dataset scored better in comparison to the degrading performance of the contextual representation of the normalization candidate. Future investigations will focus on a generic unsupervised medical concept normalization approach of SNOMED CT aiming for a combination of contextualized with non-contextualized representation schemes. This will require enhancing the contexts of SNOMED CT concepts with real-world clinical information.
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