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Abstract. Background: Social media is an important medium for studying public 
attitudes toward COVID-19 vaccine mandates in Canada, and Reddit network 

communities are a good source for this. Methods: This study applied a “nested 

analysis” framework. We collected 20378 Reddit comments via the Pushshift API 
and developed a BERT-based binary classification model to screen for relevance to 

COVID-19 vaccine mandates. We then used a Guided Latent Dirichlet Allocation 

(LDA) model on relevant comments to extract key topics and assign each comment 
to its most relevant topic. Results: There were 3179 (15.6%) relevant and 17199 

(84.4%) irrelevant comments. Our BERT-based model achieved 91% accuracy 

trained with 300 Reddit comments after 60 epochs. The Guided LDA model had an 
optimal coherence score of 0.471 with four topics: travel, government, certification, 

and institutions. Human evaluation of the Guided LDA model showed an 83% 

accuracy in assigning samples to their topic groups. Conclusion: We develop a 
screening tool for filtering and analyzing Reddit comments on COVID-19 vaccine 

mandates through topic modelling. Future research could develop more effective 

seed word-choosing and evaluation methods to reduce the need for human judgment. 
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1. Introduction 

Social media data has been used to study public health issues and attitudes toward 

vaccination [1]. Reddit is an important communication channel, and its volume of data 

grows with web technology advances. To analyze large amounts of text data, it is 

necessary to develop methods for classifying and filtering this "Big Data," often using 

NLP techniques. Zhu et al. [2] developed a pre-training method based on the 

Bidirectional Encoder Representations from Transformers (BERT) model to classify 

Tweets about personal experiences with medication. Klein et al. [3] proposed using the 

BERT model to identify potential COVID-19 cases by collecting and filtering tweets 

with self-reported symptoms and geolocations. Muller, Salathé, and Kummervold [4] 

developed CT-BERT, a BERT model optimized for COVID-19 tasks by being pre-

trained on Twitter data related to the pandemic. 
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Latent Dirichlet Allocation (LDA) is a probabilistic model for learning the structure 

of discrete data collections, such as corpora [5,6]. It is frequently used to discover topics 

and analyze social media data. LDA has been applied to Twitter data, achieving an 

accuracy of 98% in classifying topics [7]. Researchers have used LDA to analyze the 

themes and patterns present in tweets and examine the relationships between those 

themes [8]. The Guided LDA model is a variant of LDA that addresses limitations such 

as topic overlapping and meaningless topics. It allows the specification of seed words to 

guide the model to focus on certain terms and has an eta parameter that tracks word 

assignment to topics. However, using a prior distribution with seed words can influence 

the model to concentrate on specific topics. This project aimed to analyze Canadian 

public discourse about COVID-19 vaccine mandate policies announced in September 

2021 by applying a “nested analysis” framework and topic modelling techniques to 

Reddit data collected in Canada.  

2. Methods 

2.1. Related Work 

Researchers have proposed various pre-training and fine-tuning methods based on BERT 

and RoBERT models [9] for COVID-19-related tasks. Sentence-BERT (SBERT) [10] 

was introduced to compare semantically meaningful sentence embeddings, and 

BioBERT [11] was proposed for analyzing biomedical documents. Latent Semantic 

Analysis (LSA) [12] and LDA are mathematical methods that have been applied to topic 

modelling and sentiment analysis of Twitter data. LDA has shown better accuracy than 

LSA in topic modelling [7] and is useful in identifying tweet patterns, themes, and 

structures [8]. 

2.2. Dataset and Preprocessing  

We collected 20378 Reddit comments from Canada in September 2021 and labelled each 

comment as relevant or irrelevant to COVID-19 vaccine mandates. Of the total samples, 

17199 (84.4%) comments were irrelevant, and 3179 (15.6%) were relevant comments. 

An under-sampling strategy was employed to create a balanced training set α with an 

equal amount of 3179 relevant and irrelevant comments. The data preprocessing steps 

comprised word tokenization, stopword removal, word stemming, and synonyms 

merging. 

2.3. Binary Classification Using BERT-based Model 

The BERT-based binary classifier with DistilRoBERTa was trained using different 

amounts of data, ranging between 100 and 1000 comments randomly selected from α. 

The BERT-based model maps sentences to a 768-dimensional vector space, producing a 

feature vector for each comment and using a neural network with two fully connected 

layers and an output layer with Relu, Relu, and Softmax activation functions for binary 

classification.  
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2.4. Topic Modelling Using Guided LDA 

We initially tried the standard LDA model to explore vaccine mandate topics, but it 

struggled to split themes. We then developed a Guided LDA model, which selects seed 

words related to each topic based on the standard LDA model results to improve 

performance. 

3. Results 

3.1. Binary Classification Using BERT-based Model 

The BERT-based model performed best with training on 300 comments randomly 

selected from α, achieving 91% accuracy on the entire dataset after 60 epochs (Table 1).  

Table 1. BERT-based binary classification model performance with different sizes of datasets.  

Size of Dataset (# of Reddit comments) Accuracy  Convergence Speed (Epochs) 
100  0.83 275  

150  0.86 150  
200  

300  

400  
500  

1000  

0.89 

0.91 
0.90 
0.90 

0.89 

100  

60  

60  
40  

25  

The loss of the training set decreased from 0.7 to 0.3, and the accuracy increased to 

approximately 0.9 (Figure 1).  

Figure 1. The BERT-based binary classification model trained on 300 Reddit comments. 

3.2. Topic Modelling Using Guided LDA 

The Guided LDA model divided the Reddit comments into four topics based on the 

optimal coherence score of 0.47 (Figure 2). The model's performance was evaluated by 

manual interpretation, which showed that 83% of the samples were accurately assigned 

to their topic group. Table 2 summarizes the four topics and corresponding seed words.  

 
Figure 2. Coherence scores of Guided LDA model for different topic numbers. X-axis: number of topics; Y-

axis: coherence score 
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Table 2. Seed words for Guided LDA.  

Topic Seed Words  
Travel  

 

Government  

 
Certification  

 

Institution   
 

“test” “travel” “day” “border” “result” “hour” “quarantine” “pcr” “time” “flight” “trip” “plan” 
“home” “country” “week” “return” “airport” “enter” “hotel” 

“govern” “law” “right” “province” “policy” “court” “gov” “protest” “employ” “vote” 

“leadership” “party” “elect” “win” “province” “mask” “rule” “service” 
“code” “card” “qr” “passport” “health” “system” “app” “id” “proof” “receipt” “mandate” 

“certificate” “restrict”  

“work” “employer” “employee” “hospital” “business” “school” “kid” “number” “case” “rate” 

4. Discussion 

This study aimed to understand the public attitudes toward COVID-19 vaccine mandates 

in Canada by analyzing comments on the Reddit platform using a nested analysis 

framework. We developed a pipeline that utilizes a BERT-based model for binary 

classification of Reddit comments related to COVID-19 vaccine mandates and a Guided 

LDA model to further analyze the topics in the relevant comments. Our study found that 

Canadian public discourse on COVID-19 vaccine mandates revolved around four main 

themes: travel, government, certification, and institutions. These themes encompassed 

discussions on the impact of vaccine requirements on travel [13], the government's role 

in implementing and enforcing mandates [14,15], proof of vaccination and vaccine 

passports [16], and the role of schools, workplaces, health care, and other institutions in 

implementing mandates [14,15].  

The BERT-based model achieved an accuracy of 91% with a small training set of 

300 Reddit comments and converged faster with larger training sets, demonstrating its 

usefulness in identifying relevant Reddit comments related to COVID-19 vaccine 

mandates. Our results also showed that having more training data did not always lead to 

better performance, as the model's accuracy dropped slightly to 89% when trained on 

1000 comments. The Guided LDA model achieved 83% accuracy in human evaluation, 

improving standard LDA through careful tuning with seed words for each topic. This 

allowed for a more accurate understanding of public attitudes toward COVID-19 vaccine 

mandates from a large volume of Reddit comments. Still, the quality of the seed words 

and evaluation limitations may affect the model's performance and require manual 

interpretation. 

This study applies a "nested analysis" framework with NLP topic modelling and 

human judgement for model evaluation and iterative data preprocessing. The Pushshift 

API allowed for efficient analysis of large quantities of Reddit data over a specific time 

period with greater flexibility and access to additional parameters, making it superior to 

keyword searches with the Reddit search engine. This approach allowed for discovering 

emerging topics and identifying patterns and themes using topic modelling techniques 

such as LDA. One limitation is that Reddit comments may not represent the overall 

Canadian population's views on COVID-19 vaccine mandates and may not be reliable 

sources of information. Future research should consider alternative methods for 

classifying datasets, evaluating the Guided LDA model, and selecting seed words to 

improve the model’s performance. 

Y. Yang et al. / Investigating Canadian Public Attitudes Toward COVID-19 Vaccine Mandates786



5. Conclusion  

We use NLP techniques on Reddit comments to investigate Canadian attitudes toward 

COVID-19 vaccine mandates and demonstrate their usefulness for health researchers. 

Filtering social media data and focusing on specific aspects, especially when dealing 

with large amounts of text data, can improve understanding of public health issues and 

inform effective interventions. 
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