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Abstract. The coding of medical documents and in particular of rehabilitation notes using the International Classification of Functioning, Disability and Health (ICF) is a difficult task showing low agreement among experts. Such difficulty is mainly caused by the specific terminology that needs to be used for the task. In this paper, we address the task developing a model based on a large language model, BERT. By leveraging continual training of such a model using ICF textual descriptions, we are able to effectively encode rehabilitation notes expressed in Italian, an under-resourced language.
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1. Introduction

The International Classification of Functioning, Disability and Health (ICF) is a classification of functioning conditions developed by the World Health Organization (WHO) [1]. The concept of functioning on which ICF is built upon is that of a “dynamic interaction between a person’s health condition, environmental factors and personal factors”. This overall model has been translated into a classification covering all the main components of functioning, namely Body Structures and Functions, Activities & Participation, and Environmental Factors.

Coding natural language (NL) notes with ICF is recognized as difficult task [2] and also with low inter-observer agreement [3]. Yet, the need for coding electronic health records also with ICF has been recognized as useful [4]. Thus, the use of tools to support this task is welcomed, although not yet researched as much as for other biomedical classifications like ICD, e.g., in [5,6,7,8].

Training models for ICF coding presents a main difficulty if compared with other biomedical classifications. In fact, while other terminologies and classifications include specialized terms and concepts (disease and procedure names, anatomy parts, etc.), ICF, in particular in its Activities & Participation and Environmental Factors components,
give specific meaning within the ICF biopsychosocial framework to commonly used terms and concepts (e.g., Walking, Washing oneself, Food, Temperature, etc.). However, there have been seminal attempts to automated ICF coding ([9]), and recently attention resumed ([10,11]), also and notably in an under-resourced language like Dutch ([12]).

In the present paper, we propose a methodology for automated coding of NL texts using ICF, in an under-resourced language as Italian, thanks to the availability of a real-world dataset provided by a rehabilitation clinic in North-Eastern Italy. A preliminary pilot experiment probed the possibility of automatically code NL strings to the correct ICF code in 2 chapters of ICF: one from the Body Functions domain (functions related to movement) and one from the Activity & Participation domain (mobility).

2. Methods

2.1. Dataset

Recognizing the power of ICF in univocally describing the various aspects of human functioning, the use of codes from the whole ICF coupled with the appropriate qualifiers was systematically introduced from 2014 in a tertiary neurorehabilitation centre in Northern Italy. To ease initial use and to allow more accurate description of the content of the ICF entity used, each code is associated with a natural language free text where the professional describes in lay terms what he/she observes.

Since 2014, over 2000 complete functioning profiles of patients admitted to the centre have been stored and are now available for analysis. Health conditions span from cerebral palsy to Parkinson and patients age from 0 to > 80 years. These projects contain detailed descriptions attached to selected ICF codes of any level and the attached qualifiers. Retrievable data include: ICF codes and qualifiers used; Natural language description of the item; Linkage between ICF categories and evaluation tools.

Additional data for continual training was collected with the aim of focusing on ICF expressions. Since the kind of notes found in the rehabilitation dataset are not available from other sources, we identified some relatively suitable, yet sub-optimal, Italian texts in the ICF classification itself [1] and the Wikipedia article describing it.

The dataset was pre-processed as follows. We started with the full dataset and we removed the classes which appeared only once, which are 129; this left us with 473 classes that have associated at least two instances. Then, we subset the dataset in two different ways, as follows. To create the former dataset, we selected all the instances that belong either to the B7 or D4 chapters (associated to 107 classes). These classes are related to the important area of mobility from two different points of view: Body Functions (B7) and Activities & Participation (D4). Then, we split the dataset into the training and test sets performing stratified sampling; this left us with 6,650 instances in training and 1,751 in test. To create the latter dataset, we augmented the training set of the first one with instances not belonging to the B7 or D4 classes; the rationale behind this choice is that by leveraging more data the models we use can better tell apart the B7 and D4 classes, both each other and also from all the other classes. This second dataset share the test set with the former dataset and has 30,438 instances in training.
2.2. Model training and inference

To develop and train our models we rely on both the PyTorch and HuggingFace frameworks. The models were trained and tested on a Linux server equipped with Intel(R) Core(TM) i7-10700 CPU @ 2.90GHz, 64GB of RAM, and 2x Nvidia GeForce RTX 3090 GPUs. The trained models are available for research purposes.

BERT [13] is a transformer based model pre-trained on large corpora of multilingual text using a self-supervised training procedure. More in detail, the model has been trained on the textual corpora without the usage of any human annotation or feedback thus by relying on a sampling technique which is used to generate inputs and labels from the raw text. The model is trained with two objectives, Masked Language Modeling (MLM) and Next Sentence Prediction (NSP): the former receives in input a sentence and randomly masks a percentage (usually 15%) of the input tokens and asks the model to predict the masked tokens, while the latter takes two sentences in input which are either one after the other in the original text or not with a given probability (usually 50%) and asks the model to predict such relation between sentences (i.e., whether they were following each other in the input text or not). Note that such two training procedures are different from the classical ones used by recurrent networks which receive in input the words or tokens one after the other, and also from auto-regressive models like T5 [14], which receives mask only future tokens. The generated pre-trained model can be then fine-tuned on a variety of downstream tasks such as classification, regression, etc.

In this work, we rely on the bert-base-multilingual-cased model, a 110 million parameters model pre-trained on the largest Wikipedia dump in 104 different languages. Details on the training procedure are as follows: for the MLM training procedure 15% of the tokens have been masked; among those, in 80% of the cases the masked tokens are replaced with “[MASK]”, in 10% of the cases they are replaced with a random token, and in remaining 10% of the cases the input sentence is not altered. For NSP the probability for sampling subsequent sequences is set to 50%.

Starting from the base model, we developed two model variations; in the former we simply attach a classification head to the model to fine-tune it to our dataset, while for the latter we perform “continual training” before attaching the classification head: we continue the pre-training procedure of the model on ICF text for additional 100 epochs for the MLM objective keeping the sampling parameters as for the original model. We monitored the model losses to make sure the training procedure was stable and we did not encounter over-fitting or damage model weights. We did not use the NSP training procedure for the final model because we found it does not provide any increase in the effectiveness of the model; this is consistent with literature results, e.g., the training procedures implemented in the HuggingFace framework for the BERT based models.

3. Results

Table 1 shows the effectiveness of the proposed approach. The first three columns of the table detail the base model used (i.e., BERT), the training objective (i.e., either the usage of the plain pre-trained model or the model where we performed continual training), and the training dataset (i.e., the 6,650 instances with B7-D4 or the full dataset consisting of 30,438 instances), while the latter columns detail the values for the Accuracy and F1 scores, computed at different cutoffs; note that macro-average weights all classes equally independently of their frequency, as it is obtained by computing the metric independently
for each class and then taking the average, while micro average aggregated the contributions from the different classes to compute the metric, hence it is usually preferred in the multi-class scenario.

Table 1. Effectiveness of the proposed approach.

<table>
<thead>
<tr>
<th>Base model</th>
<th>Training objective</th>
<th>Training dataset</th>
<th>Accuracy at 1</th>
<th>Accuracy at 3</th>
<th>Accuracy at 5</th>
<th>F1 micro</th>
<th>F1 macro</th>
<th>F1 weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>pre-trained</td>
<td>B7-D4</td>
<td>.683</td>
<td>.864</td>
<td>.905</td>
<td>.683</td>
<td>.179</td>
<td>.607</td>
</tr>
<tr>
<td>BERT</td>
<td>continual</td>
<td>B7-D4</td>
<td>.709</td>
<td>.882</td>
<td>.925</td>
<td>.709</td>
<td>.226</td>
<td>.654</td>
</tr>
<tr>
<td>BERT</td>
<td>pre-trained</td>
<td>Full</td>
<td>.760</td>
<td>.910</td>
<td>.943</td>
<td>.760</td>
<td>.231</td>
<td>.718</td>
</tr>
<tr>
<td>BERT</td>
<td>continual</td>
<td>Full</td>
<td>.779</td>
<td>.917</td>
<td>.949</td>
<td>.779</td>
<td>.260</td>
<td>.746</td>
</tr>
</tbody>
</table>

As we can see from the table, both the training objective and the training dataset have an impact on the effectiveness scores. More in detail, as we can see by comparing respectively the first and second, and the third and fourth row of the table, the continual training objective increases the effectiveness scores; this is probably due because the further pre-training of the model allows to capture the context and semantics of ICF.

Furthermore, as we can see by comparing the first and last two pair or rows in the table, the training set employed has an effect of the effectiveness scores; in particular, the full dataset achieves higher effectiveness scores. This is probably due because the additional training instances allow the model to better tell apart the test classes, both one another as well as with all the other classes.

Overall, we can see that the model which achieves higher effectiveness scores is the one obtained by leveraging both continual training as well as the full training dataset.

4. Discussion

The results of this preliminary experiments seem to suggest the feasibility of automated ICF coding from text notes, at least for the specific subset of codes related to mobility. In the best case, Accuracy@1 is 0.779, which could be the performance of a totally automated system. A coding support system giving the coder three options among which to choose could attain a higher accuracy (0.917).

However, when looking at macro-averaged F1, the results suggest caution. The substantially lower values are given by the fact that ICF include a fair number of codes, many of which rarely used. So, performance is high on frequent codes only. Similar works in the past obtained higher F1 scores, but focusing on a smaller set of target codes. For example, in [11] two datasets with 13 and 16 ICF codes respectively were used; in [9] coding involved five codes; in [12] 4 main ICF categories were mentioned. In our dataset we removed codes used only once, but still the total number of used codes was 107, and this, with the selected models, decreased performance.

One limitation of the present work is the fact that the dataset, coming from a clinical setup, includes codes each provided by a single coder, thus with no measure of inter-observer agreement among human coders and, possibly, coding mistakes.

5. Conclusions

The preliminary experiment on ICF coding provides some feasibility evidence, with still some room for improvement for less represented codes.
Future works to overcome this limitation include:

- experimentation of zero- or few-shots learning methods to better cover the least used codes;
- identification of possible sources of text for continual training, which do not need to be coded in ICF, but still mentioning relevant concepts;
- if datasets in other languages become available, experimentation with large transformer-based multilingual models with multiple training languages and/or high generalization (i.e., zero- and few-shot learning) capabilities.
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