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Abstract. Preterm birth (PTB) is defined as delivery occurring before 37 weeks of 
gestation. In this paper, Artificial Intelligence (AI)-based predictive models are 

adapted to accurately estimate the probability of PTB. In doing so, pregnant women’ 

objective results and variables extracted from the screening procedure in 
combination with demographics, medical history, social history, and other medical 

data are used. A dataset consisting of 375 pregnant women is used and a number of 

alternative Machine Learning (ML) algorithms are applied to predict PTB. The 
ensemble voting model produced the best results across all performance metrics 

with an area under the curve (ROC-AUC) of approximately 0.84 and a precision–

recall curve (PR-AUC) of approximately 0.73. An attempt to provide clinicians with 
an explanation of the prediction is performed to increase trustworthiness. 
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1. Introduction 

Preterm birth (PTB) is defined as delivery before 37 weeks of pregnancy. One third of 

PTBs are medically indicated, primarily preeclampsia and/or fetal growth restriction 

(FGR), and the other two thirds are spontaneous [1]. According to data from 107 

countries in 2014, 14.84 million births—or 10.6% of all births—were PTB [2]. 

PTB increases the risk of both short- and long-term health effects to the neonate and 

its later life. Regarding short-term effects, neonatal and childhood mortality are both 

mostly attributed to PTB [3]. Long-term risks for hypertension and other cardiovascular 
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diseases, type 2 diabetes, kidney disease, respiratory difficulties, and developmental 

disabilities are elevated [4]. PTB is also linked to higher healthcare expenses [5]. 

Based on the above, novel approaches to reduce the risk of PTB is one of the main 

goals in obstetric care. The development of new technologically advanced digital tools 

and interventions can contribute to achieving this goal. The QUiPP application is one 

such example [6]. Taking into account the pregnant woman's medical history, current 

pregnancy information, and predictive clinical tests, the QUiPP application is able to 

predict her likelihood of giving PTB within clinically significant timeframes. In another 

study [7], authors proposed the PredictPTB model, a deep learning model, similarly able 

to predict PTB using routinely collected data from electronic health records (EHRs). 

Moreover, an intelligent mechanism based on the SVM algorithm has been introduced 

[8], capable of predicting PTB among others. 

In this paper, the aim is to predict PTB in an interpretable way using ML algorithms, 

find the best-performing ones for PTB, then combine them with ensemble methods and 

a Multilayer Perceptron (MLP) neural network to increase prediction performance. 

Furthermore, an emphasis is being placed on the interpretability of the models. To 

provide explainability, Shapley Additive Explanations (SHAP) [9] were used. This is 

done to increase the trust of the models from clinicians, who are unlikely to trust the 

diagnostic recommendations of a black box system [10].   

2. Methods 

A dataset of 375 pregnancies (of which 128 were identified as preterm) was used in this 

study. The dataset contained 32 features, including demographics, social and medical 

history, and obstetrics variables. The information was collected pseudonymously by 

Hippokration General Hospital in Thessaloniki, as part of an ongoing prospective cohort 

study that was approved by AUTH’s Research Ethics and Conduct Committee 

(94521/2022), in the context of the HosmartAI project.2 The dataset was collected by 

four medical professionals over a four-month period (May-August 2022). The dataset 

underwent preprocessing, including categorizing input features as numerical, ordinal, or 

nominal, and using one-hot encoding and a label encoder to map certain features into 

binary vectors or integer values. Some features with high levels of missing values were 

dropped, and others were imputed with the most frequent or median value. The dataset 

was also balanced using random under-sampling and Synthetic Minority Oversampling 

Technique (SMOTE). The final training set used, after the preprocessing and sampling 

methods were applied contained 120 entries identified as pre-term and 150 entries that 

were not, whereas in the test set 30 cases were identified as preterm and 45 as not.  

To provide the prediction, the following models were tested: Logistic Regression, 

SVM, Random Forest, XGBoost, and an MLP perceptron from the scikit learn 

implementation. Various combinations of Voting and Stacking ensembles [11] were also 

tested to increase performance. Hyperparameters were determined via Bayesian 

optimization and error analysis. Respectively, regarding the interpretations, SHAP 

explanations were used. SHAP was chosen because model independence is a feature of 

SHAP values, which can be used to explain both generally for each model and locally 

for each prediction in a consistent way in all models.  

 
2 https://www.hosmartai.eu/  

I. Kyparissidis Kokkinidis et al. / AI-Based Tool to Predict Preterm Birth572

https://www.hosmartai.eu/


3. Results 

3.1. Model evaluation 

Six standard evaluation metrics are used to assess the predictions of all the classifiers. 

These include ROC-AUC, PR-AUC, Recall, Precision, Accuracy, and F1 score. ROC-

AUC reflects the best balance between Sensitivity and Specificity whereas PR-AUC the 

balance between precision and recall. The developed models were able to predict PTB 

using the predefined variables from the dataset with accuracies of ~69% (SVM), ~57,3% 

(Logistic), ~73% (XGΒoost), ~70% (Random Forest), 78% (Stacking) and ~81% 

(Voting) (Table 1). This indicates fair discriminative ability in Random Forest and 

XGBoost, whereas SVM and Logistic Regression were discarded because of low 

performance, especially at the Recall (SVM ~0.47, Logistic Regression ~0.5) measure. 

On all models, 5-fold cross-validation was performed to avoid overfitting.  

Table 1. Performance metrics of the ML-based prediction models 

ML Algorithm AUC Accuracy Recall Precision F1 Score 
Random Forest 0.83 0.7 0.47 0.78 0.59 

XGBoost 0.83 0.73 0.82 0.65 0.65 

Voting ensemble 0.84 0.81 0.68 0.73 0.70 
Stacking        0.83 0.78 0.70 0.68 0.69 

A graphic representation of the ROC-AUC and PR-AUC of all models can be seen in 

 

Figure 1. ROC-AUC and PR-AUC for all Classifiers Multi-part figure 

In Figure 2 the Confusion Matrix regarding the Voting ensemble Classification 

algorithm for the preterm labor prediction is displayed. The percentage of the true 

negative predicted cases is ~57%, and the percentage of the true positive cases is ~22%.  

Figure 2. Confusion Matrix for the Voting Classifier 

Figure 1.
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3.2. Feature ranking and Local explanations 

In Figure 3(a) we can see the global feature ranking for the predictions of the model. 

After considering the global explanation for the predicted outcome of PTB in 

pregnancies, it is also essential to comprehend the output of the models for each specific 

case. Figure 3(b) illustrates an example of the SHAP explanation for one instance 

randomly selected from the preterm dataset. This output instance was predicted and 

confirmed as preterm. Here Placental cord insertion, Pappa, and Gravida play the most 

important role in the model’s output for this instance. It is worth noting that local and 

global explanations can differ as presented in this instance. 

Figure 3. (a) [Global] depicts the influence of features on the constructed classifiers. It illustrates both 
negative and positive impacts on predictions (red and blue bars). (b)[Local] depicts feature influence on one 

randomly selected prediction.  

4. Discussion and Future work 

This study aims to improve machine learning algorithm predictions by providing local 

explanations that are easy for obstetricians to understand. This can help them make better 

decisions and provide feedback to improve the model's accuracy in future iterations. The 

research can also aid in efficient pregnancy screening by giving doctors options and 

allowing them to understand how each model reaches its decisions.   

Given the relatively small dataset that was available for this study, we argue that the 

initial results that were presented are promising toward the goal of predicting PTB with 

high accuracy. We observe that currently the Stacking and the Voting ensemble seem to 

perform better. This is not surprising since ensemble models have been shown to 

outperform others in diagnostic tasks [12,13]. Moreover, ensemble techniques have been 

shown to deal better with imbalanced datasets like ours [14]. Compared to previously 

presented methods for the prediction of PTB, the results in terms of ROC-AUC have 

been similar. However, we notice an increase of the PR-AUC to ~0.72 compared to other 

applications [7,8] with the ensemble methods in our models.   

Future work will optimize models on a larger dataset and apply 10-fold cross-

validation instead of the 5-fold that was employed here to all models. 
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