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Abstract. Conversational agents (CA) are becoming very popular to deliver digital health interventions. These dialog-based systems are interacting with patients using natural language which might lead to misunderstandings and misinterpretations. To avoid patient harm, safety of health CA has to be ensured. This paper raises awareness on safety when developing and distributing health CA. For this purpose, we identify and describe facets of safety and make recommendations for ensuring safety in health CA. We distinguish three facets of safety: 1) system safety, 2) patient safety, and 3) perceived safety. System safety comprises data security and privacy which has to be considered when selecting technologies and developing the health CA. Patient safety is related to risk monitoring and risk management, to adverse events and content accuracy. Perceived safety concerns a user’s perception of the level of danger and user’s level of comfort during the use. The latter can be supported when data security is guaranteed and relevant information on the system and its capabilities are provided.
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1. Introduction

Supposed to be intuitively used, conversational agents (CA) are applied not only in customer service, but also in healthcare. Application areas include the collection of the medical history, supporting self-management or even delivering mental health interventions. CA can cause harm or death in users when badly designed and users rely upon them as authoritative source of information [1]. In particular unconstrained user input could lead to misinterpretations by the CA which in turn could result in wrong advice. Given technological advances, it is becoming increasingly difficult for users to distinguish CA from humans [2]. Created to simulate human behavior, a health CA is supposed to build a bond of trust to the patient and deals with health data. This creates a huge demand of assessing safety of those applications.

However, we can recognize a lack of research on errors and their impact on patient safety when applying CA in healthcare. A review of Abd-Alrazaq et al. on effectiveness and safety of using chatbots to improve mental health demonstrated that current systems are not seriously assessed towards safety [3]. They found two randomized controlled trials (RCT) out of 12 included in their review that reported on safety. However, the developers of those two systems concluded the systems are safe because no harm,
distress, adverse events or worsening of the depressive symptoms were reported during
the trial that was conducted. We believe that the non-reporting of harm or adverse events
is insufficient to be able to conclude about the safety of CA. A more comprehensive
analysis is essential. This requires a joint understanding of the facets of safety. Bickmore
et al. studied patient and consumer safety risks when using CA (Siri, Alexa, Google
Assistant) for gathering medical information [4]. They concluded that “relying on such
assistance for actionable medical information represents a safety risk for patients”. They
found when asking questions that require medical expertise, CA failed more than half of
the time and recommended actions could have resulted in harm for the user.

The large research interest in health CA and the missing reporting and assessment
of safety aspects related to health CA raises the necessity to define the facets of health
CA safety. This paper aims at synthesizing facets of safety in the context of health CA
to form a common understanding, to make recommendations for ensuring safety in health
CA and shape future research endeavors towards safe health CA.

2. Methods

To identify aspects related to safety of health CA, we were interested in concrete
solutions of health CA described in literature. In previous work, we conducted a literature
search to identify recent papers published between 2010 and 2022 in which health CA
are presented. We searched for relevant scientific papers on PubMed, ACM Digital
Library, and IEEE Xplore published between 2010 and 2022 and written in English. To
identify appropriate literature, we defined the following search string: (application OR
app OR approach OR implementation) AND (chatbot OR bot OR conversation OR
conversational user interface) AND (health OR healthcare). Only publications were
included that were peer-reviewed conference papers or journal articles of original work.
The publication had to present a concrete CA applied in healthcare. We excluded papers
not dealing with a concrete healthcare-related CA or only describing the design process,
reviews or meta-analyses. The review identified 222 relevant papers. Within these
papers, we formed a subset of papers where the full text contained one of the terms safe
(referring to safety) or adverse (referring to adverse event). The resulting 112 documents
were manually assessed; they were considered for this paper when they reported on any
kind of safety assessment or discussed safety aspects of their solutions. 76 papers
contained at least one of the keywords, but used in a different context (e.g., a CA on safer
sex or referenced papers with “safe” in the title). They were excluded. 36 papers fulfilled
the criteria and were used to extract aspects related to safety were extracted. We
aggregated the information, and derived facets of safety and recommendations on how
to consider these facets in future health CA developments. The recommendations were
derived from the retrieved information and from our experiences on working towards a
standard evaluation framework for health CA [5–7].

3. Facets of Safety of Health CA

We can distinguish three facets of safety: 1) system safety, 2) patient safety, and 3)
perceived safety. System safety concerns the content that is delivered by the health CA
to the user, content reliability, correctness, data quality, data security and data transfer
[8–10]. Patient safety concerns the risk that interacting with the health CA could harm a
patient, and perceived safety is the «user’s perception of the level of danger and his/her level of comfort during the use” [11]. As follows, we describe the facets and make recommendations to address the safety aspects in the development of CA (Table 1).

In the reviewed papers, system safety primarily concerns data security: Health dialog is characterized by a secure environment. The patient can be sure that her information is only used for the treatment process. This creates a high degree of trust [2]. In case users of a health CA are not confident that data privacy is ensured, they will be less willing to disclose correct information. Health CA must be designed with data privacy in mind, not just for legal requirements but also so that vulnerable patients may develop the confidence necessary to provide personal information.

Table 1. Safety facets with recommendations how to address them during health CA development

<table>
<thead>
<tr>
<th>Safety facet</th>
<th>Questions to consider</th>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>System safety</strong></td>
<td>Is data privacy and data security ensured? Is a data privacy policy available in the health CA?</td>
<td>Robust against cyber attacks Penetration testing Ethical hacking [12] Assessing technical errors (including language understanding and response generation [5]) Providing information on data security and processing including information on use of third part tools</td>
</tr>
<tr>
<td><strong>Patient safety</strong></td>
<td>Who is the user? Which safe-critical situations might occur while interacting with the system? Which unexpected consequences might arise (e.g. app-app interactions, adverse events, worsening of symptoms) Who is responsible when a risk occurs? Is only accurate, evidence-based information included in the CA responses and questions? Is the underlying knowledge base evidence-based? Were physicians / healthcare professionals involved in the content development of the health CA? Is there a maintenance process for the information included in the health CA? Is information on the developer or content provider of the health CA provided? Were patient organizations involved in the development of the health CA?</td>
<td>Ensure content accuracy by design Include safety measures for emergencies (e.g. redirect to emergency resources) Clearly describe the limitations of the health CA [13] Assess the adverse events and side effects of the health CA Include automatic risk classifiers (e.g. a self-harm risk classifier [14], or classifier for risks of suicide and violence [15])</td>
</tr>
<tr>
<td><strong>Perceived safety</strong></td>
<td>Which personal identifiable information is required and is only this information collected and stored? Does the health CA provides an environment for the user that is safe for disclosing personal information? Did the health CA only provides evidence-based information? Is the information provided in a way that is understandable by the user group of consideration?</td>
<td>Provide information on data use, sharing and storage Provide information on underlying clinical evidence base Provide information on information sources Consider eHealth and health literacy of the user Consider reading level of the user</td>
</tr>
</tbody>
</table>

Two aspects concern patient safety: a) medical safety (does the CA worsen or produce symptoms or diseases in a patient?), and b) emergency safety (Is fast assistance ensured in case of emergencies). In particular when a user is supposed to interact with a health CA for a medium or long-term period, the user might be confronted with a safety-critical situation. When the health CA is autonomous, it has to be ensured that it can recognize such situation and react appropriately [16]. Given the language-based
interaction in the context of health CA, safety problems could result from misunderstandings or misinterpretations of (unconstrained) user input, from inappropriate reaction to unexpected user input, missing knowledge-based interpretation of user input (e.g. drug-drug interactions are not recognized [1]) and missing safety measures when misunderstanding or unexpected user input occurred. To ensure patient safety, mechanisms have to be in place to handle potential health risks such as suicidality, violence or risk of self-harm [17]. This can be realized by including safety plans, generating warnings when a risk is determined, sending appropriate referrals to emergency hotlines, or other contact persons. The content has to be accurate which can be ensured by involving healthcare professionals in the development and relying upon clinical evidence.

Perceived safety can depend on system safety such as data security. Patients reported to feel safe in disclosing information because they have the impression of sharing information with themselves [18]. This is only possible when system safety in general and data security in particular is guaranteed. There are several open issues related to perceived safety: How to measure perceived safety of CA users in healthcare? When do patients feel safe using a CA? What features of health CA are required to feel safe? A user survey could help identifying answers to latter questions.

4. Discussion and Conclusion

In this paper, we described three facets of safety related to health CA: system, patient and perceived safety and we made recommendations how to ensure safety of health CA. There exists a safety event taxonomy, the JCAHO patient safety event taxonomy [19]. This taxonomy describes communication as one of the processes in healthcare that can be faulty or fail and may therefore result in adverse events. It is therefore essential, to study the safety of health CA, since the interaction between a health CA and its users is realized as communication. However, a standardized methodology for assessing safety of health CA along these three facets is still missing. Jang et al. used a questionnaire comprising five aspects to assess CAs’ side effects [20]. The aspects are: a disease specific side effect (increase of negative emotional experiences), privacy infringement, sense of alienation from everyday life, violation of therapeutic boundaries, regression of the therapeutic process. Miner et al. studied the CA’s reaction to emergency situations. They analyzed CA’s responses to short emergency messages posted by users [21]. Even though highly relevant, these approaches study only some aspects of the three facets of safety we identified in this work.

The papers reporting on clinical trials with health CA sometimes conclude that the system is “safe to use” since no adverse events were reported by the users [22]. The question arises what is considered as adverse event. Having in mind adverse events in clinical trials, this could be symptoms that occurred during the study period. But when interacting with a machine, additional adverse events may arise, that researchers currently not analyze (e.g., app-app interactions, upcoming addictions to the technology, impact on social activities). To address these issues, we recommend future research on possible adverse events of health CA. This could result in a taxonomy of such events and safety aspects which would contribute to a common view of relevant and possible adverse events. A harmonized safety risks assessment framework could help in improving the assessment of safety risks due to health CA usage. Finally, developing a reporting guideline for safety assessment in health CA would support transparency. From
a patient perspective, an information sheet on possible adverse events and safety risks similar to the package inlet for drugs could help in increase perceived safety and would contribute to an informed patient who is reflecting critically the symptoms that occur and can ask for professional help when necessary.
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