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Abstract. We investigated a stacking ensemble method that combines multiple base 
learners within a database. The results on external validation across four large 

databases suggest a stacking ensemble could improve model transportability. 
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1. Introduction 

When developing a clinical prediction model, it is impossible to know beforehand which 

modeling method is suitable for a particular prediction task. Additionally, prediction 

performance often drops when a model is transported to another database [2]. A stacking 

ensemble provides the opportunity to combine predictions from multiple base learners 

[1]. In [2], the authors show that ensembles combining lasso logistic regression models 

trained on different databases transported better than single database models. Our aim is 

to investigate whether using a stacking ensemble method to combine different base 

learners within a single observational health database improves model transportability.  

2. Methods 

We developed models using the Observational Health Data Sciences and Informatics 

(OHDSI) Patient-Level Prediction framework [3]. We used three large claims databases 

from the United States of America and one large electronic health record database from 
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Germany with data mapped to the Observational Medical Outcomes Partnership 

Common Data Model (OMOP CDM): IBM MarketScan® Commercial Database 

(CCAE), IBM MarketScan® Multi-State Medicaid Database (MDCD), IBM 

MarketScan® Medicare Supplemental Database (MDCR), and IQVIA Disease Analyser 

Germany EMR (IQVIA Germany). Each site obtained institutional review board 

approval for the study or used de-identified data. We investigated 21 prediction tasks 

predicting 21 different outcomes of interest [3]: “Amongst a target population of patients 

with pharmaceutically treated depression, which patients will develop <the outcome> 

during the 1-year time interval following the start of the depression treatment?”. We 

sampled an initial study population of 100,000 patients from each database. For each 

prediction task and database, we developed a stacking ensemble consisting of 3 different 

base learners (lasso logistic regression, random forest, and XGBoost) and a single meta-

learner (logistic regression). A random subset of 75% of the patients was used for training 

and hyperparameter tuning of the base learners and the predictions of the base learners 

on the remaining 25% of the patients were used to train the meta-learner. To assess model 

transportability, we externally validated each model across the other three databases and 

evaluated the area under the receiver operating characteristic curve (AUC).   

3. Results 

On average, the stacking ensemble resulted in small positive AUC differences (Figure 
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plot shows the ensemble AUC minus the XGBoost AUC across all outcomes and across all other databases. 

4. Discussion and conclusion 

The results suggest that using a stacking ensemble method can improve transportability 

of prediction models. However, the AUC differences were generally small, with the 

largest gain in AUC found for using the stacking ensemble instead of XGBoost alone. 

Future research may consider a larger set of base learners and different meta-learners. 
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1). All differences were significantly different from zero (� � ����), with the exceptions 

of lasso logistic regression in CCAE and IQVIA Germany, and XGBoost in CCAE. 

C. Yang et al. / Stacking Ensemble Method130


