Predicting Progression of Type 2 Diabetes Using Primary Care Data with the Help of Machine Learning
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\begin{abstract}
Type 2 diabetes is a life-long health condition, and as it progresses, a range of comorbidities can develop. The prevalence of diabetes has increased gradually, and it is expected that 642 million adults will be living with diabetes by 2040. Early and proper interventions for managing diabetes-related comorbidities are important. In this study, we propose a Machine Learning (ML) model for predicting the risk of developing hypertension for patients who already have Type 2 diabetes. We used the Connected Bradford dataset, consisting of 1.4 million patients, as our main dataset for data analysis and model building. As a result of data analysis, we found that hypertension is the most frequent observation among patients having Type 2 diabetes. Since hypertension is very important to predict clinically poor outcomes such as risk of heart, brain, kidney, and other diseases, it is crucial to make early and accurate predictions of the risk of having hypertension for Type 2 diabetic patients. We used Naïve Bayes (NB), Neural Network (NN), Random Forest (RF), and Support Vector Machine (SVM) to train our model. Then we ensembled these models to see the potential performance improvement. The ensemble method gave the best classification performance values of accuracy and kappa values of 0.9525 and 0.2183, respectively. We concluded that predicting the risk of developing hypertension for Type 2 diabetic patients using ML provides a promising stepping stone for preventing the Type 2 diabetes progression.
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1. Introduction

Diabetes is one of the most common health conditions in the world, and its incidence in the population has been increasing rapidly over the years [1]. It is a lifelong health condition that occurs when the pancreas cannot produce enough insulin to balance blood sugar (blood glucose) [2]. This health condition can be observed at any age and, if not managed properly, can progress and develop comorbidities [3]. Progression of these comorbidities could result in a range of poor outcomes for the patient, including blindness, the need for dialysis, heart attacks and strokes, the need for limb amputation, and even mortality [4].
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Early diagnosis of diabetes progression and proper management of diabetes can significantly prevent the progression of diabetes [5]. Further, it is well known that hypertension is one of the most important risk factors for developing comorbidities [6]. Because diabetes and hypertension are synergistically dangerous, early and accurate prediction of hypertension risk is crucial in terms of managing the progression of diabetes.

Type 1 and Type 2 diabetes are the two main types of diabetes in the world. Type 1 diabetes occurs when the body's immune system targets and destroys the insulin-producing cells in the pancreas [7]. This can develop quickly and requires regular insulin injections [3]. Type 2 diabetes develops when pancreatic cells are not able to produce enough insulin or when body cells do not react to insulin [7]. People may have Type 2 diabetes without realising it because the early symptoms tend to be ambiguous [4]. However, this type of diabetes can be managed by changing lifestyle and employing appropriate treatment methods for the comorbidities [4]. Type 2 is the most common diabetes type with 90% of incidence in the world population [8]. Therefore, we focused to develop our model for Type 2 diabetic patients.

The majority of Machine Learning (ML)-based Type 2 management studies in the literature are related to the early diagnosis of Type 2 Diabetes, and it is noteworthy that there has not been a sufficient amount of work on prediction of Type 2 diabetes-related comorbidities [9]. Therefore, studies to predict the risk of developing comorbidities in Type 2 diabetes patients and to manage this health condition have great importance. This makes it more critical for Type 2 diabetic patients with hypertension because Type 2 diabetes combined with hypertension increases the likelihood of severe comorbidities. This study aims to predict the risk of developing hypertension and reduce the risk of developing further critical comorbidities in Type 2 patients to support lifelong Type 2 diabetes management.

2. Methods

2.1. Data Preprocessing

One of the most important elements in ML-based Type 2 diabetes problems is the real-life representation of the data used. In this study, Primary Care data of patients in the Connected Bradford dataset were used. Connected Bradford Primary Care is a large dataset containing all the observation data of primary care healthcare institutions in Bradford, UK. In this dataset, patients were assigned an anonymous unique ID, and each of the observations resulting from their visits to these primary care health institutions was recorded. The dataset used in this study consists of 1,058,139 patient entries (rows) and each entry has feature (variable) columns such as person id, observation definition, numeric laboratory result, observation date, etc.

However, since this study is a Type 2-related study, these data were filtered only with patients who already had Type 2 diabetes. After this filtering process, a total of over 476,000 Type 2 diabetic patients with over 14,000 variable columns remained. Since this dataset is still very large and calculations are time-consuming, a randomly generated subset of one million rows with 43,000 patients was used. In parallel, the observation definition column was grouped by diseases, and it has been observed that the most common observation is hypertension. To this end, hypertension has been identified as a marker of the risk of Type 2 diabetes progression.
In this study, in accordance with the National Institute for Health and Care Excellence (NICE), patients with 7-day mean systolic and diastolic blood pressure readings of more than 140 mmHg and 90 mmHg, respectively, were categorised as at high risk of developing hypertension [4]. The patients with lower than these reading values were categorised as having a low risk of developing hypertension. Since the finalised data frame is still very big, the columns with no data have been eliminated, and the most 20 frequent variables in this database have been selected to ensure computation and time efficiency. Since there are still some missing values in the data, these missing values were imputed with the average value for each column. Then the resulting new data frame is scaled.

2.2. ML Methods

The most common ML algorithms for Type 2 diabetes-related problems were used, namely [10]: Naïve Bayes (NB), Neural Network (NN), Random Forest (RF), and Support Vector Machine (SVM). These four ML algorithms were trained separately. 80% of the data have been trained using k-Fold cross-validation and parameter hyper-tuning. Cross-validation was used to reduce overfitting and prevent bias. Parameter hyper-tuning was used to optimise the performance of trained models. The remaining 20% of the data was used for testing. Next, Generalized Linear Model (GLM) was used as an ensemble method to combine the predictions and increase the prediction performance of our classification problem.

3. Results

Table 1 shows the Accuracy and Kappa values of the ML methods used. These values are the default metrics used to evaluate algorithms on binary and multi-class classification datasets with the Caret package in R. Accuracy is the percentage of correctly classified instances out of all instances [11]. Kappa or Cohen's Kappa is a classification accuracy, except that it is normalised at the baseline of random chance on the dataset [11]. It is a more useful measure for problems that have an imbalance in the classes [12].

<table>
<thead>
<tr>
<th>ML Method</th>
<th>Accuracy</th>
<th>Kappa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>0.8667</td>
<td>0.1296</td>
</tr>
<tr>
<td>Neural Network</td>
<td>0.9500</td>
<td>-0.0034</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.9504</td>
<td>0.0000</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>0.9500</td>
<td>-0.0008</td>
</tr>
<tr>
<td>Ensemble</td>
<td>0.9525</td>
<td>0.2183</td>
</tr>
</tbody>
</table>

Figure 1 shows the importance of each variable in the preprocessed dataset. These importance values have been calculated for the ensemble method using the Caret package in R. In this subset, Body Mass Index – Observation (i.e. body mass divided by the square of the body height), Neutrophil Count (i.e. subset of white blood cells in the immune system), and Serum Cholesterol Level (i.e. combined amount of bad and good cholesterol in blood), are the three most important variables in predicting the risk of hypertension in a patient with Type 2, respectively.
4. Discussion

In Table 1, RF has the highest accuracy in predicting the risk of hypertension, but the Kappa value, another important performance criterion in classification problems, is 0.0000. Despite its lower accuracy, NB has the highest Kappa value among the four ML algorithms with 0.1296. This shows that accuracy and kappa may give different results with repeated use of ML algorithms, and the performance of the model may vary according to the intended performance criteria. However, when the accuracy and kappa values of the ensemble method are considered, it is seen that both performance criteria have the highest values with 0.9525 and 0.2183, respectively. Even though the accuracy does not increase significantly, the increase in the Kappa value is noteworthy.

In Figure 1, it is observed that the prediction of risk of hypertension in patients with Type 2 diabetes may depend on various variables. However, it has been observed that the importance of variables may vary and especially some variables may have greater importance in the ML model. This causes ML-based prediction outcomes to be more affected by some variables. Seeing the importance levels of the variables in the ML-based models provides an opportunity to make interpretations of the reasons behind the outcomes of the ML model.

5. Conclusion

Hypertension is the most common comorbidity among Type 2 diabetic patients in the Connected Bradford data. In addition, hypertension is related to many serious diseases and has a great significance in predicting the clinically important poor outcomes in Type 2 diabetes, such as heart attack, blindness, or neurological issues. It is important to predict and manage hypertension, which is one of the most important risk factors for developing serious comorbidities in Type 2 diabetic patients. We showed that when high-performing ML models are ensembled, the performance values of the final prediction can potentially increase. However, it is noteworthy to criticise that using different ML algorithms with large datasets has limitations in prediction of Type 2 diabetes progression. Since there are no distinct ML-based methods in progression of Type 2 diabetes, it is crucial to choose the most related data pre-processing techniques and ML.
algorithms. It also is useful to provide feature importance of the trained ML model to see the impact of each variable on prediction of Type 2 diabetes progression. Finally, we aim to continue to improve the performance and robustness of the ML algorithms and importantly develop a clinical safety case that considers the assurance of the algorithms in the intended clinical workflow and setting [13]. Beyond performance and safety, we plan to consider the wider ethical issues with the deployment of this type of clinical ML algorithms and explore questions of legal liability and moral responsibility for the outcome of the ML-based decision support systems [14].
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