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Abstract From beginning to today, pHealth has been a data driven service that 

collects and uses personal health information (PHI) for personal health services and 

personalized healthcare. As a result, pHealth services use intensively ICT 

technology, sensors, computers and mathematical algorithms. In past, pHealth 

applications were focused to certain health or sickness related problem, but in today 

they use mobile devices, wireless networks, Web-technology and Cloud platforms. 

In future, pHealth uses information systems that are highly distributed, dynamic, 

increasingly autonomous, multi-stakeholder data driven eco-system having ability 

to monitor anywhere person’s regular life, movements and health related behaviours. 

Because privacy and trust are pre-requirements for successful pHealth, this 

development raises huge privacy and trust challenges to be solved. Researchers have 

shown that current privacy approaches and solutions used in pHealth do not offer 

acceptable level of privacy, and trust is only an illusion. This indicates, that today’s 

privacy models and technology shall not be moved to the future pHealth. The 

authors have analysed interesting new privacy and trust ideas published in journals, 

and found that they seem to be effective but offer only a partial solution. To solve 

this weakness, the authors used a holistic system view to aspects impacting privacy 

and trust in pHealth, and created a template that can be used in planning and 

development future pHealth services. The authors also propose a tentative solution 

for future trustworthy pHealth. It combines privacy as personal property and trust as 

legal binding fiducial duty approaches, and uses a Blockchain-based smart contract 

solution to store person’s privacy and trust requirements and service providers’ 

promises.   
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Introduction 

While being focused on personal health and services as well as personalized health and 

health care, pHealth presents a horizontal view to health care, eHealth and mHealth. Real 

life pHealth services and applications vary in size and interest. It can be a single sensor-

based monitoring solution (e.g., heart rate monitoring), or it has a multi-dimensional 

view to person’s health problems (e.g., support for independent living). From 
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technological point of view, pHealth can appear as person’s health problem focused 

application or as personal health system (PHS) that collects personal health information 

(PHI) using body sensors and wearables. Currently, it is increasingly part of a multi-

stakeholder eco-system focusing on health management. 

From past to today, information systems for healthcare and health have performed a 

meaningful development at conceptual, technological and information system levels. An 

important driver for this development has been the paradigm shift in health care, i.e., the 

transition from hospital centred and reactive healthcare to person-centred preventive and 

even predictive care [1]. In the past, health care information systems (e.g., hospital 

information systems) were institutional, local, siloed and static. In today, health care and 

health information systems are increasingly cross-organizational, communicative, 

networked ecosystems with data sharing capability.  

During last 15 years, pHealth has underwent similar transition as health care. In the 

past, many of pHealth applications were local, focused on the use of certain body sensors 

and wearables to measure and analyse person’s health and sickness related body 

functions. The goal was to support the management of person’s health or illness, self-

care and independent living. Nowadays, pHealth services use different kind of artifacts 

such as sensor, mobile devices, wireless networks, Web-technology and Cloud platforms 

for collecting, storing and processing PHI to support on-line personalized care and health 

management. Current pHealth services are also increasingly part of a multi-stakeholder 

eco-system.  

At present, the collection of personally identifiable information (PII) takes place 

every day and everywhere when we are using networks, personal computers, smart 

phones and wellness devices. Our behavioural health related activities are tracked by the 

browser, and our e-mails can be read by applications or cookies invisibly injected by 

applications [2, 3]. Furthermore, PHI is not collected and processed only by regulated 

healthcare organizations and professionals, but also by commercial non-regulated health 

service providers, web service providers and social web applications. PHI is also shared 

and sold between them [4-7]. Researchers have observed that digital information systems 

are seldom designed with privacy in mind [8]. 

This situation has raised huge privacy and trust concerns. In today’s health 

information systems, it is difficult or even impossible for a person to know what PHI is 

collected, used and disclosed by whom for what purposes, which privacy laws are 

deployed by the service provider, and how to maintain privacy in distributed ecosystems 

[7, 9-11]. In real life, it is almost impossible for the service user to prevent unnecessary 

data collection and to know to whom data is disclosed. Furthermore, security-based 

solutions widely used in current information systems are ineffective in privacy protection. 

Therefore, the assumption that a person can control the use of his or her personal 

information in the Internet and ecosystems is just an illusion. In fact, we simply do not 

have privacy [12].  

Concerning trust, the situation is not much better. From past to today, it has been 

expected that people blindly trust in service provider and in technology used (e.g., 

computers, mobile phones networks Clouds and data storages, and applications). 

According to Mc Knight et al. it is expected that a service user believes (typically without 

any proof) that structures such as guarantees, regulations, promises, legal recourse and 

procedures are in place (i.e., structural assurance), and that the environment is in proper 

order (i.e., situational normality) [13]. According to Ruotsalainen et al., this is 

unfortunately a wrong assumption, because in distributed and multi-stakeholder 

environments such as pHealth, it is almost impossible to know to whom and why to trust 
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[14]. Researchers have observed that in today’s digital information systems not only 

privacy is an illusion, but also trust is only a belief [15]. 

In the future pHealth, the situation can be even more serious, because information 

systems used by pHealth will be highly distributed, dynamic, increasingly autonomous, 

data-driven multi-stakeholder ecosystems. Those systems have the ability to monitor 

anywhere person’s regular life, movements and health related behaviours using smart 

sensors and surveillance systems, and to combine this multi-source information to 

personal Big Health Data that can support 5P medicine and pHealth in many ways. 

Personal Big Health Data can be used for different analysis, to calculate detailed personal 

health profiles, detect of changes in personal health and disease, to support continuous 

health management, and for the development of personal health devices and services. It 

can be also easily misused for other purposes. Researchers expect, that future pHealth 

will rely on Internet of Things (IoT) based data collection, advanced computer methods 

such as machine leaning (ML), artificial intelligence (AI) and deep learning (DL) [11, 

16]. They all need the availability of Big Data.  Future pHealth applications and services 

can also empower to better understand causes of diseases [17]. The development of 

pHealth does not stop with the collection and intelligent use of PHI. In the future, mobile 

manipulators will be also part of the pHealth ecosystem. As those manipulators have 

ability to navigate in space and manipulate objects, communicate with person and 

networks, and have autonomous capabilities, they have the potential to assist people in 

everyday tasks, for example in home [18].  

In spite of the big promises of the future pHealth, the development can lead to a 

situation where for a person as the source of PHI and at the same time user of pHealth 

service, there is no privacy, and she or he has to trust blindly in technology providers’ 

goodwill in the environment of insufficient regulations [11]. To find a way from the 

current unsatisfactory situation to future trustworthy and privacy-enabled pHealth, the 

authors have studied both privacy and trust challenges existing in today’s pHealth 

services and information systems, and new privacy and trust approaches and solutions 

proposed by researchers. Based on findings got, the authors have formulated a summary 

of principles, architectural models, rules and technological artefacts which, when used 

as hole, have power to make future pHealth ethically acceptable, trustworthy, and at the 

same time support person’s privacy needs. 

 

1. Privacy and Trust Approaches and Challenges 

As discussed in the introduction chapter, pHealth is sensitive, health data driven service 

or application. Therefore, high level of privacy and trust is a prerequisite for successful 

pHealth. Because pHealth applications and services are typically build over general ICT 

technology and services (e.g., the Internet, mobile networks and Cloud services), their 

privacy and trust challenges can be used as proxy for pHealth.  

Information privacy and trust are dynamic, situational, context-depending and vague 

concepts without globally accepted definition [7, 19]. This makes it challenging to 

conceptualize them and to perform them by computer programs. Privacy is human and 

constitutional right [20], but not an absolute policy. In principle, privacy addresses the 

question “what would we like others to know of us”. Privacy is also a regulatory concept. 

In western countries, privacy is for long understood as a personal right to protect 

individuals against something (e.g., against other’s manipulation, control or surveillance), 
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and to prevent others from harmfully actions. Widely used privacy models include 

privacy as control, privacy as a commodity, privacy as property or contextual integrity, 

privacy as a concern and legal construct, risk-based privacy, and privacy as behavioural 

concept and social good [21, 22]. 

The principle of autonomy is one of cornerstones of privacy, i.e., to control when 

and by whom PHI is collected, and for what purposes it is used [22]. The concept of 

privacy as a commodity understands privacy as economic good that can be traded for 

other goods or services [23]. Privacy as a concern refers to individuals’ anxiety regarding 

data collectors’ and processors’ practices in collection, using and sharing data. Privacy 

as a regulative (legal) construct tries to regulate the disclosure and use of information in 

a context, and to protect individuals [24]. The risk-based approach to privacy focuses on 

risk such as harm, caused by unnecessary data collection, misuse and disclosure, 

surveillance and behavioural manipulation [25]. The nature of privacy and the lack of 

availability of reliable information make the measurement of actual (objective) privacy 

challenging [26]. Therefore, different proxies such as perceived risks, service level 

agreements, external third-party seals, service provider’s privacy policy documents, 

reputation, direct observations, and degree of compliance with laws or standards are 

widely used instead [7]. 

Despite privacy is a fundamental right, there is always a tension between public and 

commercial interest to collect and use of PHI on one side and person’s need for privacy 

on the other side. According to Ruotsalainen et al., nowadays, industry sees increasingly 

personal information as raw material for products and services, and society as public 

good. Therefore, there exist conflicting interests between individual’s need for privacy 

on one hand and the use of PHI for meaningful public benefits or for making profit on 

the other hand [11]. 

A big privacy challenge is that today’s ICT technology enables the collection, use 

and storage of extremely sensitive health-related information about person’s life, health 

problems and behaviour. Modern sensors, microchips and computer technology, 

wearables and consumer level devices such as smart wrists have the ability to measure 

not only blood pressure, heart rate, quality of sleeping and social activities, but also 

personal training, emotions, mood, voice profile and daily life health behaviours. 

Furthermore, person’s sweat, urea, breath gases, faces, or saliva can be measured and 

analysed as well. Smart-video-based facial recognition applications have the ability to 

analyse our emotions such as joy, sorrow and smiling. Furthermore, video surveillance 

systems in public spaces can monitor our social and health related behaviours. In the 

Web, there are tens of thousands health apps collecting and using PHI, and many people 

also self-disclose their personal health problems in social networks [19]. Currently, all 

this data is typically stored in the Web (e.g., in Clouds and platforms), and this enables 

the creation of a virtual personal Big Health Data repository. An additional privacy 

concern is that person’s behavioural health data is systematically and hidden tracked by 

Web service providers, health apps and Web platforms. According to Dobkin et al., at 

least 77.4% of Websites globally track visitors’ data and behaviour [27]. Zuboff has 

noted that behavioural tracking is not only used to measure body signals, but it covers 

also our physical and social behaviours and how we use information systems [28]. 

A big privacy concern is that PHI is increasingly used outside the regulated health 

care domain and by personal health wellness applications in the Web. Nowadays, PHI is 

not only used for health services, but also for social control, crime prevention, prevention 

of antisocial behaviours, to control humans’ social life and behaviours, and to manipulate 

person’s decisions. 
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Trust exists in the relationship between a trustor and trustee. It is widely understood 

as a social norm, subjective feature, psychological state, personal trait, and willingness 

to be vulnerable to other party’s expected or unexpected actions without the ability to 

monitor or control them [29] Trust is needed in situations, where the trustor has 

insufficient information about the features and trust behaviours of the trustee [30]. 

Thrust can be a disposition, attitude, belief, expectancy, feeling willingness to trust, 

and perception based on own previous experiences or others’ recommendations. It takes 

place between persons, but also between a person and a technical artifact (e.g., computer 

application or information system). Trust is necessary in situations where the trustor has 

insufficient information about the features and behaviours of the trustee [31]. Disposition 

(propensity) to trust is the tendency to trust others. Perceived trust is often only an 

opinion. Thrust can be also computational, i.e., based on measured features of the trustor 

and used information system [29]. Computational trust imitates the human notion of trust, 

and it is widely used to substitute mental trust models [30]. 

The lack of trust is a big problem when we are using computers, mobile phone 

networks, digital information systems, or the Internet and Web services. This 

environment is also a problem in pHealth, because its services are built over commercial 

digital technology. The user of pHealth service has not only to trust in a service provider, 

but also in invisible computer technologies, applications and algorithms. According to 

Mc Knight, trust in technology is often a belief that technology used is reliable, secure, 

and protects information privacy, and appropriate governance is established and enforced 

[32]. 

Currently, service providers and platform mangers often expect that the level of 

privacy the service user needs is a result of the balancing person’s privacy needs against 

service provider’s business objectives and requirements. Because the service provider is 

in real life often the stronger actor, this balancing means that the service provider’s 

business benefits regularly override person’s privacy needs. Therefore, the most practical 

solution for a person to maintain privacy is to reject the service, filter the amount of PHI 

he or she has willingness to disclosure or add noise to data [33]. In real life, stakeholders’ 

privacy and trust features are seldom available, and the person has limited or no power 

for negotiation with the service provider to force her/him taking into account personal 

privacy needs. Instead, the service user is forced to accept service provider’s privacy 

promises (policy) and trust manifesto in the form of a take-it-or-leave-it approach [27]. 

There are many other challenges. One is, that service providers are increasingly 

monetarizing personal information by selling collected PHI to other actors. Another 

problem is that the number of applications using PHI for secondary purposes in rapidly 

increasing. Examples of that include job recruiting, credit checks, the justice system, 

predictive policing, and determining health care for people. Furthermore, ML, AI and 

DL are used to analyse Big Health Data for providing personalized life style related 

proposals, health predictions, and context-aware profiles. 

International organizations, regulators and governments have established both 

general and privacy laws, norms, standards, Golden Rules and health care specific acts 

to enable meaningful use of personal data, and to restrict unnecessary secondary use of 

PHI. Current privacy laws and guidelines are built on the principle of privacy as legal 

right, and a control as well as notice-and-choice approach [22]. From the person’s point 

of view, privacy laws and Golden rules seem unfortunately to be weak compromises and 

in real life ineffective and not widely implemented by industry [24]. Laws also offer poor 

privacy in public spaces, and behavioural privacy is not protected [28]. 
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A big problem from data subjects’ and pHealth service users’ point of view is that 

commercial service providers have low incentives to enforce strong privacy policies, and 

often they do not keep their privacy trust promises. Instead, they often fail to provide 

even basic privacy protection [34, 35]. Furthermore, researchers have shown that current 

security and control-based solutions have failed to guarantee privacy in distributed and 

dynamic digital environment, and many big Web actors and service providers simply do 

not worry of privacy laws [26, 37]. The result is, that the lack of reliable information of 

service provider’s, networks and applications’ privacy and trust features has leaded to 

situations where feeling or opinion is the only measure of privacy and trust in pHealth. 

From a personal point view, the current situation concerning privacy and trust in 

digital information systems is unsatisfactory, and when thinking of future highly 

distributed, dynamic and increasingly autonomous pHealth, the situation will be even 

more challenging. The use of AI, ML and DL, especially if raw PHI is used, generates 

privacy challenges such as the possibility of data reconstruction, and difficulties to 

support person’s privacy policies, erasing of data and realizing the right to be forgotten 

[38]. Extensive collection of detailed PHI, health tracking and the creation of Big Health 

Data repositories can lead to total loss of autonomy and increased behavioural, social 

and political control, behavioural manipulation and discrimination, routinely monitoring 

of personal health and wellness in work and public places, and finally the commodization 

of PHI [11]. The authors state that better privacy and trust solutions than what is used 

now are indispensable for future pHealth. They should take into account person’s and 

service user’s privacy and trust concerns and enable them to know what PHI is collected, 

used and shared? Furthermore, persons need reasons to trust in the implementation and 

efficiency of laws and regulations, in service providers’ and technology providers’ 

privacy policies, features and behaviours, and in information systems as a whole. In the 

future pHealth, it should be clear, who is the owner of our PHI in different contexts, and 

what is the impact of data collection, and how data is used and shared by different apps. 

The data subject shall also have the possibility to measure (or estimate) using reliable 

data, what is the actual level of privacy and trust in pHealth information system. 

 

2. New Privacy and Trust Approaches and Technological Solutions 

Researcher have not only studied privacy and trust challenges existing in today’s pHealth, 

but also proposed new approaches and solutions for privacy and trust to be used in future 

distributed information systems. Some of them are quite radical and require a paradigm 

change and new laws, but others rely on currently used privacy and trust models, and 

propose only architectural, mathematical and functional solution, Table 1, [29]. 

Balkin has proposed a concept of information fiduciary [39]. According to Balkin, 

a fiduciary (person or organization) has special obligations of loyalty and care toward 

another person and the responsibility not do harm. Fiduciaries must also act in the 

interests of another person. This means, that for example a fiduciary must accept and 

implement person’s privacy needs. Because powerful organizations, such as online 

service providers and cloud companies, regularly collect, analyse, use, sell, and distribute 

personal information, Balkin suggested that they should be understood as information 

fiduciaries toward their customers and users of their digital services [39]. According to 

Barret, an information fiduciary model can strengthen protections for privacy, equality, 

and autonomy in the digital age [40]. According to Dobkin, the principle of information 
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fiduciary should be a legally imposed as duty [27]. Fiduciary relationship as legal duty 

is also a trust builder. For Mayer, trust in fiduciary relationships is based on the 

professional’s competence and integrity [41]. 

 

Table 1 Examples of new privacy and trust models and solutions  

Concept of information fiduciary as duty  New concept 

Privacy as trust  New way to understand privacy 

Personal information as property  

Privacy as intellectual property 

Defines data ownership and new property rules 

A radical philosophical approach 

Privacy as trust and legal binding fiducial duty  Expands trust as legal binding duty model 

Computational privacy and trust  Uses available information and mathematical methods 

Person controlled use of PHI   Proposal based on the use of cryptography 

Cryptographic models Blockchain 

Smart contract 

Patient controlled use of PHI  

Data protection by encryption Differential privacy 

Homomorphic  

Privacy risk analysis-based approach (EU-

GDP) 

Part of the EU-GDPR act 

New information architecture Edge architecture  

 

For Waldman, privacy in information sharing context is a social construct based on 

trust [22]. He has proposed a new way to understand privacy as Privacy as Trust approach 

that is not bound to the concepts of control, choice, autonomy, or seclusion. It a radical 

concept that presents a principal movement from the right to privacy to trust. According 

to Waldman, privacy as trust creates a fiduciary relationship between data subject and 

users. In this approach, a private context is also a trusted context [22].  

Ritter et al., have proposed regulating digital information as a new class of property 

under current legislation. In this approach, rights of ownership for digital data establishes 

control of its use [42]. According to Samuelson, current laws do not give individuals the 

full right to control the use and disclosure of personal data. The informational property 

rights approach empowers individuals however to negotiate with organizations and firms 

the ways data is used [43]. Ruotsalainen et al. have proposed to use the Privacy as 

Property approach in such way that it enables a person to define personal privacy policies 

[11].  

It is also possible to combines approaches and solutions shown in Table 1. 

Ruotsalainen et al. have made a solution that combines privacy as personal property 

model, trust as fiducial duty, legally binding smart contract, and Blockchain-based 

repositories for contracts [7]. In this approach, legally binding duties prevent big 

companies to set their own privacy standards. Instead, it defines a digital service level 

agreement the service provider must follow [11]. 
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In the case, reasonable information of service providers’ and information systems’ 

privacy features is available, the data subject or service user can use mathematical 

methods to calculate the level of privacy and trust in an information system. Ruotsalainen 

et al., have used a Fuzzy Linguistic method to calculate the Merit of Service (Fuzzy 

attractiveness rating) for the whole ecosystem, where PHI is collected, processed, and 

shared [30]. 

The model of person-controlled use of PHI is based on the idea that a person has full 

control over operations with own PHI (e.g., the person grants or rejects granular access 

to the record storing PHI in a context). For access control, the person has to generate a 

private-public-key pair. The encrypted data is typically stored using Blockchain 

technology [44]. Yue et al. have proposed a Blockchain solution that enables the patient 

to own, control and share own data securely without violating privacy [45]. 

Cryptographic techniques such as encryption, differential privacy, or k-anonymity 

are widely used for anonymous communication and in data analysis. New encryption 

methods such as fully homomorphic encryption and differential privacy can be used to 

anonymize data. New homomorphic encryption allows calculations with the data without 

decryption, that way offering a strong solution for privacy [46]. 

A contractual agreement such as service level agreement (SLA) is one of strongest 

methods to guarantee service level and quality. Legally binding SLA is typically made 

performed between organizations, but it is not offered to pHealth customers [47].  Smart 

contracts are computer programs that automatically execute the terms of a contract in 

transparent and auditable manner. One of its features is that it can be executed by a 

network of mutually distrusted nodes without the need of a trusted authority [48]. For 

integrity, availability and non-repudiation of the contract, the content of a smart contract 

can be stored in a Blockchain. That kind of smart contract can be used by a person to 

publish personal privacy policies for all users of his or her PHI [29]. 

A Blockchain is a time-stamped series of records that is managed by a cluster of 

computers not owned by any single entity. In it, data blocks are bound to each other using 

cryptographic technology [49]. Blockchain offers advantages such as anonymity, 

decentralized trust, confidentiality and integrity of documents, authentication and non-

repudiation of data. To enable control of actions, data transactions are signed by the 

owner using a private key [49]. For privacy, encryption is needed. Blockchain 

technology is increasingly used not only in commerce but also in health care. 

In Edge Computing, cloud services are moved to the network edge [50]. Edge 

consists of human-controlled devices such as PCs, smart phones, IoT devices, personal 

health devices and local routers [51]. From a privacy point of view, its benefit is that 

sensitive personal data is located in the edge, and the control of trust and secure data flow 

belongs to it.  

3. System View to Privacy and Trust in pHealth 

As discussed in earlier chapters, future pHealth is increasingly part of a highly distributed 

and dynamic multi-stakeholder information system that uses intensively AI, ML and DL 

for detailed personal health analysis. It can also share PHI and results with other partners 

across contexts and jurisdictions. Stakeholders of the network have typically different 

business and privacy policies as well as trust features. These features of next generation 

pHealth indicate, that traditional control- and protection-based privacy solutions are 

insufficient, and belief or promises based trust will not work. Researchers have proposed 
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a big variety of solution from encryption to new privacy approaches (Chapter 3), but 

none of them is a silver bullet. The authors state, that instead of a single method or 

solution (e.g., encryption of PHI) for privacy and trust a holistic system view is needed. 

It takes into account privacy and trust models used by stakeholders, features of the 

environment, stakeholders’, information systems and applications’ privacy and trust 

features, sensitivity of data collected and used, and data subject’s or service user’s 

personal privacy and trust needs. Based on findings made by researchers, the authors 

have developed a template with seven views, that can be used in developing trustworthy 

and privacy enabled information system for next generation pHealth (Table 2). For each 

view, actions and tentative solutions are also shown. While the representation of an ideal 

system meeting all the aforementioned requirements has been developed by the authors 

and meanwhile standardized as ISO 23903 [52] as well as in related security and privacy 

standards such as ISO 22600 [53], ISO 21298 [54], or HL7 Privacy and Security Logical 

Data Model – Release 1 [55], the establishment and enforcement of the related 

governance is still an open issue. 

Because ethics is the cornerstone of information privacy and privacy laws, it should 

be the starting point for the template. Ethics tries to explain what is good or bad behaviour 

in a situation. The authors proposed for future pHealth the use of a combination of 

consequentialism that is focused to consequences to a person caused by the collection, 

use and disclosure of PHI, and utilitarianism that means that PHI should available to 

improve population’s health [7]. 

To be successful, future pHealth seems to require new legislation. The authors 

propose that the ownership of PHI, information and personal health behaviours must be 

defined unambiguously at the level of law. Furthermore, the authors state, that a person 

should be the owner of his or her PHI. All stakeholders in pHealth (e.g., service providers, 

data collectors and users) should have legal duty to publish reliable information 

concerning their privacy and trust features and behaviours, as well as privacy and trust 

features of their information systems. It is also necessary to strengthen the position of a 

person in such a way that it can always be aware of what, how and by whom PHI is 

collected and used.  

 

Table 2 Privacy and trust views and solutions for future pHealth  

View         Details Proposed Action   Possible 
solution 

Concepts Ethics, privacy and trust 

model 

 

 

 

 

 

 

Consequences of the use of 

PHI   

 

Analysis of ethical 

principles, privacy 

policies and trust 

promises used by 

participating 

stakeholders (e.g., in 

Business models) 

 

Analysis of 

consequences of data 

collection to the DS 

-Consequentialism 

-Privacy as personal 

property 

-Trust as fiducial duty  

-Computational 

privacy  

 

Environment Laws, standards, golden 

rules 

  

  

-Regulatory analysis 

- Creation of new laws 

  

 

-Law to force service 

providers and IS 

developers to publish 

their privacy and trust 

features 
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- Law to strengthening 

the role of a person 

-Law to restrict hidden 

collection of PHI  

Stakeholders  
 

Business and privacy 

policy 

Privacy and trust features 

Policy analysis 

 

Disclosure of 

stakeholder’s privacy 

and trust features in 

standardized form 

Information 
system    

-IS Architecture 

Privacy and trust 

challenges information 

systems 

  

-PHI retention  

-Selection of suitable 

architecture 

-Regulatory compliance 

analyses 

-Analysis of security and 

privacy risks 

-Edge computing 

-Blockchain 

architecture 

-Federated computing 

-Communication 

privacy by encryption 

-Privacy and trust 

agents 

Service or 
application   

-Design methods  

-Privacy and trust tools 

-Use of privacy as 

default method 

-Implementing of 

privacy and trust 

services 

 

-Access limitation 

(attribute-based access 

control), audit trails 

data minimization and 

filtering, adding noise 

to data 

-Data vanish method 

-Notification to the DS 

of PHI collection 

-Federated data 

analysis 

-Federated learning 

DS (in the 
role  
of service 
user)  

-Person’s position and 

power 

-Person’s privacy needs 

-Reason to trust 

-Benefit and harm 

-Level of privacy and trust 

-Creating   own privacy 

policy 

-Collect privacy and 

trust attributes 

-Decision why to trust 

-Service/application to 

-measure level of 

privacy and trust 

- Calculate the actual 

level of privacy and 

trust 

- Make a Smart 

contract 

Data and 
sensors   

-Integrity and reliability of 

sensors and data 

-Privacy management 

Point-to-point raw data 

encryption at sensor 

level 

Lite encryption 

methods 

 

The person should be also be aware and informed of personal behavioural data 

collected in public places and hidden by applications. Furthermore, a person as the owner 

of PHI should have tools to define own privacy policies and rules. Here, the 

aforementioned standards could come into play. Organizations offering “free of charge 

pHealth applications”, which collect PHI and behavioural data, should also have the 

responsibility to offer similar paid application without health data and behavioural 

tracking. 

Federated learning (FL) is a learning model that tries to address the problem of data 

governance and privacy by enabling ML from non-co-located data. ML offers a way to 

preserve user’s privacy by decentralizing data from the central server to end-devices [56]. 

In an FL solution, the data controller not only defines its own privacy policies, but also 

controls data access and has the ability to revoke it [57]. Those features make FL a good 

tool for future pHealth. It is also necessary that pHealth applications (especially AI, ML 

and DL applications) support the principle of forgetting and enable data erasure. 

Encryption as default principle should be used everywhere where it is possible (e.g., 

homomorphic encryption or differential privacy). The authors state, architectural 
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solutions such as Blockchain-based information systems, Edge architecture and 

Federated Learning offer and strong encryption offer increased privacy compared to in 

today widely used Cloud based solutions, and therefore they are proposed to be used in 

future pHealth. 

4. Discussion 

Researchers have shown that, despite information privacy and high level of trust are 

prerequisites for successful pHealth, current privacy approaches and solutions do not 

offer acceptable level of privacy, so trust is just an illusion. This means that current 

privacy models and technology used cannot be moved to the future pHealth. According 

to the authors, to make future pHealth trusted and supporting privacy, a holistic system 

view is needed. In this paper, the authors have presented a seven-view privacy and trust 

template, and new privacy and trust concepts, architectural and technological solutions 

for future pHealth. 

The authors state that without adapting new ways to understand privacy and trust, 

and creating new laws, which strengthen the position of a person, it is almost impossible 

to guarantee privacy and trustworthiness in future pHealth. The authors see, that current 

laws such as the EU-GDPR, that rely on privacy as notice and choice concept (aka 

consent) as well as on privacy risk analysis will no work in future environment [58-60]. 

Furthermore, according to Kerasidou et al., until today, policy-makers and technology 

developers have failed to provide people reasons to trust and left users of digital networks 

and services vulnerable. People are simply expected to blindly trust in companies’ 

fairness and promises [61]. Thinking the future, the worst solution is only to wait for new 

laws and regulations, fair industrial self-regulation, and global harmonization of ways 

privacy and trust are understood. Instead, developers of next generation pHealth 

information systems, applications and services should create a holistic view on the 

system of systems based on a system-theoretical, context-aware, architecture-centred, 

ontology-based and policy-driven approach as standardized in ISO 23903, start to use 

the privacy and trust as default principle, and privacy and trust approaches and solution 

discussed in this paper. 
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