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Abstract. Emergency department (ED) overcrowding is an increasing global

problem raising safety concerns for the patients. Elaborating an effective triage 
system that properly separates patients requiring hospital admission remains 

difficult. The objective of this study was to compare a clustering-related technique 

assignment of emergency department patients with the admission output using the 
k-means algorithm. Incorporating such a model into triage practice could 

theoretically shorten waiting times and reduce ED overcrowding. 
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1. Introduction

Overcrowding of Emergency Departments is increasingly encountered nowadays, 

raising safety concerns for the patients. Emergency department physicians are asked to 

decide whether people visiting the emergency department have a medical problem 

serious enough to warrant admission to the hospital, or they can be safely discharged.

Effective triage systems that differentiate and give precedence to severely ill patients are 

still lacking. 

Recently, several studies describing effective triage prediction in ED using machine 

learning techniques have been published [1,2].
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The implementation of data mining and machine learning techniques, such as 

clustering, in the Emergency Department (ED) may help clinicians detect the patient 

subgroups which are most suitable for admission, according to disease severity and the 

need for immediate treatment. This preliminary study uses the k-means algorithm to 

cluster ED patients into admission or discharge subgroups based on demographic and 

laboratory parameters. Segmenting the total ED patient flow into distinct clusters by

exploiting laboratory and demographic data might be a novel and prototype approach 

that could support the healthcare system, reduce waiting times, fasten the triage process, 

and decrease ED congestion.

The objective of this clustering analysis was to present an algorithm with adequate 

performance to enable healthcare professionals to take rapid and evidence-based

decisions during ED triage.

2. Methods and Materials

This observational retrospective study was conducted in the ED of a public tertiary care 

hospital and has been approved by the Sismanogleio General Hospital’s Institutional 

Review Board. During one year (2020), 13,991 ED visits with routine laboratory testing

were recorded.

Our analysis data set includes the following: Creatinine (CREA), C-Reactive Protein 

(CRP), Creatine Kinase (CPK), Lactate Dehydrogenase (LDH), serum levels of Urea 

(UREA), D-Dimer, lymphocyte count (LYM%), Activated Partial Thromboplastin Time 

(aPTT), International Normalized Ratio (INR), hemoglobin (HGB), neutrophil count 

(NEUT%), white blood cells (WBC) and platelets (PLT), age, and ED outcome 

(admission or discharge). 

For missing data imputation, the Multiple Imputations by Chained Equations 

(MICE) was used [3,4]. To perform the cluster analysis in R programming environment 

(version 4.1.1) [5]  in RStudio IDE (version 2021.09.0) using the dplyr, ggpubr, and 

factoextra packages [6-8] and the k-means algorithm [9,10]. The k-means clustering 

method takes as input n observations and an integer, k, indicating the preferred number 

of clusters into which these n observations are partitioned so that each observation 

belongs to the cluster with the closest mean. The k-means algorithm’s iterative approach

is used to minimize the distance between each observation and the mean of the related 

cluster.

We applied the R function FeatureImpCluster()[11] to improve the clustering 

quality, which measures feature importance in k-means clustering. The importance of a 

feature is measured by the misclassification rate relative to the baseline cluster 

assignment due to a random permutation of feature values. The features selected by this 

process are AGE, CRP, HGB, NEUT%, LYM%, and UREA.

3. Results

The allocation of the 13,991 ED visits into the two clusters, based on k-means and 

relative to eventual hospital admission, is shown in Table 1. �he ideal form of a table 

like the one below would have been one where each row and each column of the cells in 

italics would contain only one non-zero element. Although we do not see the ideal 

distribution in our results, which we expected, the formation of the two clusters can be 
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distinguished, and we would say that it is far from the worst-case scenario, which would 

be a 50-50 split.

Table 1. The allocation of the 13,991 ED visits into the two clusters based on the k-means algorithm relative 

to the hospital admission

Clusters
Admission 1 2 Sum

No 2,249 5,439 7,688

Yes 3,932 2,371 6,303

Sum 6,181 7,810 13,991

The ggscatter() function from the ggpubr package was used to visualize the clusters 

alongside the admission output in the following plot (figure 1).

Figure 1. Visualization of the clusters alongside the admission output.

The corresponding R code that was used and the plots produced from this clustering 

study are available in the online appendix [12].

4. Discussion

Visiting ED is commonly associated with admission to a hospital ward for further 

management. The physicians of these departments are frequently facing the lack of time, 

exhausting, long-hour shifts, and mental tiredness that may lead to wrong decisions, 

namely choosing to admit a mildly ill patient or discharging a critically ill patient. Hardly 

does this phenomenon has improved in the era of the COVID-19 pandemic since 

critically ill patients suffering from cardiovascular collapse are constantly attending EDs 

around the globe. 

In an ideal clinical setting, the implementation of algorithms to accurately predict 

those patients who are critically ill in order to be admitted would certainly ameliorate 

this problem. In this study, we assessed the usefulness of a complex mathematical 

approach in order to test whether clustering of patients based on their laboratory values 

using an algorithm resulted in an accurate prediction.
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5. Conclusion

The disagreement between cluster allocation and real-life scenarios is mainly due to the 

lack of clinical features, such as (for example) functional and mental status impairment

indices. Despite the major role of laboratory examinations in patient assessment, the 

significance of these values for a febrile patient without any underlying comorbidities is 

certainly different from the one concerning an obese, aged patient suffering from acute 

decompensation of heart failure. This observation highlights the need for future analysis 

to take into account additional clinical predictors such as comorbidities and disease 

severity indices.
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