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Abstract. The recent advancements in artificial intelligence (AI) and the Internet of 

Medical Things (IoMT) have opened new horizons for healthcare technology. AI 

models, however, rely on large data that must be shared with the centralized entity 
developing the model. Data sharing leads to privacy preservation and legal issues. 

Federated Learning (FL) enables the training of AI models on distributed data. 

Hence, a large amount of IoMT data can be put into use without the need for sharing 
the data. This paper presents the opportunities offered by FL for privacy 

preservation in IoMT data. With FL, the complicated dynamics and agreements for 

data-sharing can be avoided. Furthermore, it describes the use cases of FL in 
facilitating collaborative efforts to develop AI for COVID-19 diagnosis. Since 

handling data from multiple sites poses its challenges, the paper also highlights the 

critical challenges associated with FL developments for IoMT data. Addressing 
these challenges will lead to gaining maximum benefit from data-driven AI 

technologies in IoMT.  
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1. Introduction 

With the increasing number of wearable devices and personal gadgets for health 

monitoring, health data is increasing as never before. With IoMT, doctors and healthcare 

practitioners can now collect vast amounts of data from patients and perform remote 

monitoring. Similarly, Artificial Intelligence (AI) enables doctors to cope with the 

requirements of rapid and massive analysis and diagnosis. Much of the penetration of AI 

in healthcare is attributed to the success of deep learning models. Deep learning models 

can learn from the health data collected from sensors and wearable devices. In addition, 

data collected from multiple devices at different locations can presumably encompass 

the full spectrum of the representation, which in turn would mean the better 

generalization of the DL models. However, centralized maintenance of IoMT data has 

several associated challenges. Data is expensive, may have business value, have privacy 

concerns, institutional restrictions, and may come with different standardization. This 

motivates the choice of federated learning (FL) – a recently popularized sub-domain of 

artificial intelligence (see Figure 1). 
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FL is a method of training a machine learning model in a distributed pattern at 

multiple sites without the need to share the training data with a centralized entity. Instead, 

each training client shares the updated weights or the gradients to update the model. The 

training may occur in a client-server topology or peer-peer topology, as shown in Figure 

1. Although introduced very recently for healthcare, FL has gained popularity at a 

mammoth rate [1],[2]. Since IoMT data from multiple devices is high-dimensional and 

imbalanced, FL seems the viable way forward. 

 

2. Opportunities 

The following text identifies key scenarios where FL offers excellent potential and 

benefits. 

Data islands: With the increasing number of IoMT and wearable devices, the 

increase in data at different individual entities is impending. However, integrating the 

huge data is neither viable nor recommended due to the challenges associated with data 

sharing. Hence, the isolated data may end up in establishing data islands located in 

different sites/organizations and will not bring real value to healthcare if not put into use 

for training AI models. 

Privacy Preservation: Although removing the identity of patients' data from 

electronic health records or medical images may seem promising to make the data 

anonymous; it has now been demonstrated that some identification may be recovered 

from the anonymized data by using reconstruction techniques [3], [4]. Hence, merely 

removing individual names, identity numbers, or birth dates from medical data may not 

guarantee privacy. 

In addition, data-driven AI relies on public data. However, publicly available 

medical datasets might be task-specific or have inherent biases [5]. To address the 

aforementioned challenges, FL offers a non-centralized training mechanism where each 

client controls its own data and defines its privacy-preservation policy. Similarly, FL 

makes inter-continental collaboration easier and removes the many barriers related to 

data sharing. FL offered an alternative approach to enable rapid development of AI 

techniques for combating the COVID-19 pandemic without the need to share data. 

FL in COVID-19 as a case study: AI has been used for medical image analysis of 

COVID-19 lung CT scans and X-ray images [6]. The AI research community needed 

data to train AI models with the ongoing pandemic. This data was primarily collected 

through crowdsourcing efforts. However, relying on publicly available data leads to 

security concerns when such data is potentially shared on the internet. To address 

    
Figure 1. A. General overview. Federated learning as a sub-domain of artificial intelligence. B. 

Topologies in FL. Letters A, B, C, D represent different clients. Letters S, S1, S2 represent the servers. 

(a) Client-Sever topology. (b) Peer-peer topology. (c) Hybrid or federation of sub-federations. 
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challenges such as the COVID-19 pandemic that spread at an unprecedented speed and 

forced for rapid research developments, the need for “data collaboration” cannot be 

emphasized enough. The use of FL in COVID-19 diagnosis applications demonstrated 

the effectiveness in overcoming the hurdles in a central aggregation of COVID-19 data 

from multiple locations. The authors in [7] presented a multi-continent effort involving 

20 institutes in different parts of the world. Using FL, they avoided data sharing while 

still achieving the training of the AI model for COVID-19 diagnosis from X-ray images. 

The authors used the client-server FL topology to train a convolutional neural network-

based model. Effectively, the FL made the model training faster while overcoming the 

complicated data-sharing process. The authors in [8] trained a convolutional neural 

network (CNN) model on decentralized data from multiple centers, with a sample of 

patients from Germany and China. By training a decentralized model using lung CT 

scans located at different geographical locations, the authors demonstrated the potential 

of FL to build generalizable, low-cost, and scalable AI methods for image-based disease 

diagnosis and management. Effectively, the FL enabled a generalizable and scalable 

model that performed well on external data. 

3. Challenges 

With the opportunities and potential offered by FL, there are open challenges that require 

attention while advancing the research on FL in IoMT data and healthcare. Some of these 

challenges are identified below. 

Data heterogeneity: When multiple organizations contribute to an FL model, the 

organization may have different data standardization and may require careful pre-

processing for compatibility with a centralized model. Extremely skewed datasets at 

different clients may occur. Consequently, the performance and the weights of the FL 

model at the server will be affected. The handling of such a scenario is a challenge. 

Similarly, more research is needed to explore FL methods for highly imbalanced data. 

Communication overhead: An FL model relies on communication channels to 

exchange model gradients and weights. This exchange may happen as peer-to-peer or 

server-client as defined by the FL topology. This implies that effective strategies are 

required to handle the communication overhead. In addition, since most communications 

happen over the internet, additional measures for secure communication are always 

needed. 

Regulations’ adherence: Since multiple countries may be involved in an FL project, 

each group has to adhere to the local laws and regulations while adhering to the 

international laws that drive the terms and conditions for the use of derivates from the 

data (given that the learning is still derivative of the data). More diverse locations imply 

more diverse laws and regulations if this is to be fulfilled. 

Coordination: FL requires careful coordination between the participating clients. 

In some scenarios, a centralized overseeing might be necessary. The inference code for 

testing the model must be shared across multiple groups through coordinated efforts. 

Adversarial attacks: The handling of adversarial attacks is still a challenge in FL. 

One compromised node can cause severe damage to the centralized model. Similarly, the 

identification of malicious nodes is an open research question. 

Inverse gradients: The shift to choose FL has primarily been motivated by the 

inherent privacy preservation. However, it has been recently demonstrated that reverse 

construction of the images or model inversion from gradients [7], [9] might pose a 

H. Ali et al. / Federated Learning and Internet of Medical Things 203



challenge to privacy. All in all, in FL, privacy is promised but not guaranteed. Data 

collection and storage have inherent privacy leakage. FL model training may 

unconsciously leak privacy through model gradients and reverse engineering of model 

updates. 

4. Conclusions 

FL for privacy preservation in IoMT is rapidly becoming popular. This paper 

summarized the key benefits of FL for the rapid development of AI in healthcare in 

facilitating collaboration without exchanging healthcare data. Federate learning and 

IoMT are proving to be the two pillars of AI in healthcare. FL holds many promises in 

handling the large amount of data being generated from the internet of medical things. 

FL is effective in making rapid developments in AI while collaborating remotely. 

However, more efforts are also needed in addressing the challenges related to the FL 

models. Legal and ethical use of the data and the FL models require careful 

considerations. Reliability and trust between the collaborators are the factors related to 

human behavior that change and evolve and may have unexpected consequences on FL 

models development. 
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