External Validation and Transportability of Models to Predict Acute Kidney Injury in the Intensive Care Unit
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Abstract. External validation of models for the prediction of acute kidney injury (AKI) is rare. We externally validate AKI prediction models in intensive care units. The models were developed on the Medical Information Mart for Intensive Care dataset and validated on the eICU dataset. Traditional machine learning models show limited transportability to the new population (AUROC < 0.8). Models based on recurrent neural networks, which can capture complex relationships between the data, transport well to the new population (AUROC 0.8-0.9). Such models can help clinicians to recognize AKI and improve the outcome.
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1. Introduction

Many prediction models are developed but are typically only internally validated. This gives insight into the model’s performance on new patients from the same target population. However, external validation is needed to assess how well the model performs on new patients from a different population than the one used to develop the model, e.g., from a different hospital. Debray et al. proposed a new framework for the interpretation of external validation studies of clinical prediction models [1].

Such lack of external validation holds also for models that predict acute kidney injury (AKI), hampering their implementation in clinical practice. AKI is common in intensive care unit (ICU) patients and is defined as an abrupt decrease in kidney function characterized by a sudden increase in serum creatinine or a reduction in urine volume [2]. Clinicians rely on serum creatinine increase to mark an acute decline in renal function and detect AKI, but the diagnosis is delayed because there is a lag of such an increase behind the renal injury. This lag lessens the opportunity for early successful treatment [2]. Preventive alerts generated by medical prognosis can empower clinicians to act before a major clinical decline, improve care outcomes and optimize the use of resources [3].

Our aim is to externally validate five machine learning models to predict AKI in ICU patients. We have previously developed models [4] on the Medical Information
Mart for Intensive Care (MIMIC) dataset [5] and we externally validate their performance on patients from the eICU dataset [6].

2. Method

2.1. Data and population

The multi-center eICU Collaborative Research Database contained clinical data for over 200,000 ICU admissions and 139,367 unique patients across the United States [6]. Patients and variables were included for analysis and processed as done for model development [4]. Data and preprocessing are explained in the supplementary material.2

2.2. Prediction Models

We externally validated models developed on the MIMIC data in our previous work [4]. Such models were logistic regression, gradient boosted trees [7], random forest [8], and two variants of a Long-Short term memory (LSTM), a type of recurrent neural networks [9]. One variant enables a continuous prediction, which means continuously updating the prediction of patient risk as more data become available over time. The other LSTM variant and all other models predict AKI before onset, i.e. before AKI occurs. The time of the prediction for these models was 48 hours ahead of the last time point, for the ICU stays with no AKI, or 48 hours before the onset of AKI for stays with AKI.

2.3. External validation and performance measures

Debray et al. described a framework for the interpretation of external validation studies of clinical prediction models [1]. If the populations have different case mix, the model transportability is assessed. To check how similar the development and validation populations were, we developed a membership model based on logistic regression, which predicted the probability that an individual belongs to the development population (MIMIC) or the validation population (eICU). If the membership model performs well, the model transportability is assessed. The membership model used the same variables as the validated models plus the AKI outcome. Its discrimination was assessed by the average area under the receiver operating curve (AUROC) in a 10-fold cross-validation.

To assess the performance of the validated models, we used the same measures as in the model development [4]. We measured discrimination with the AUROC, the Brier score and the area under the precision-recall curve (AUPRC). AUPRC was added because of class imbalance, being more informative on imbalanced data [10]. Calibration was assessed with calibration curves.

3. Results

The dataset consisted of 142,432 unique ICU stays. Descriptive statistics of the population are in Section 2 of the supplementary material.2

2 https://osf.io/9gy8z/, last access April 20, 2022.
The AUROC of the membership model was 0.93 with a standard deviation of 0.002, indicating that transportability was assessed. Table 1 outlines the discrimination of the five prediction models. Logistic regression and random forest performed poorly, gradient boosted trees fairly, the before-onset LSTM well, showing the best AUPRC, and the continuous LSTM excellent, achieving the best AUROC and Brier score.

Table 1. Discrimination of the externally validated models in terms of AUROC, AUPC and Brier score

<table>
<thead>
<tr>
<th>Time of prediction</th>
<th>Model</th>
<th>AUROC</th>
<th>AUPRC</th>
<th>Brier score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before AKI onset</td>
<td>Logistic regression</td>
<td>0.62</td>
<td>0.40</td>
<td>0.308</td>
</tr>
<tr>
<td></td>
<td>Random forest</td>
<td>0.62</td>
<td>0.39</td>
<td>0.259</td>
</tr>
<tr>
<td></td>
<td>Gradient boosted trees</td>
<td>0.78</td>
<td>0.68</td>
<td>0.208</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>0.82</td>
<td>0.81</td>
<td>0.124</td>
</tr>
<tr>
<td>Continuous</td>
<td>LSTM</td>
<td><strong>0.93</strong></td>
<td>0.19</td>
<td><strong>0.075</strong></td>
</tr>
</tbody>
</table>

Figure 1 shows the calibration curves of the models on eICU data. Overall, the models are not well calibrated. Random forest shows the best calibration. However, the LSTM models, notably the before-onset one, show better calibration for most of the predictions (the before-onset LSTM is even better than random forest for most of the predictions).

4. Discussion

In this study, we assessed case mix similarity to establish models’ transportability between the MIMIC and eICU populations. We externally validated five models on eICU. The membership model’s results (AUROC 0.93) indicated that the two populations have different case mix. Thus, the external validation assessed the models’ transportability.

The LSTM models showed good to excellent discriminative performance in eICU (AUROC 0.82-0.93), which suggested good model transportability. The other models achieved poor to fair performance (AUROC 0.60-0.8). The lower results of these models might stem from differences in the eICU data compared to the MIMIC data. Notably, MIMIC variables had less than 50% of missing data. Most of these variables in eICU have more missing values (see Table S2 in the supplementary material). LSTM models can capture more complex relationships between the data and the outcome, which may have helped them to better transport to a new population.

Calibration assessment showed room for improvement. LSTMs showed better calibration for most of the prediction. While recalibrating the models is beyond the scope of this paper, a recent study proposed neural networks’ recalibration without the need of retraining the models [11] and may constitute future work.
The strength of this study is using the framework proposed by Debray et al. to analyze and interpret the results from this external validation study [1]. We used two publicly available datasets to promote reproducibility of our study. Our code is available at bitbucket.org/aumc-kik/aki-models-external-validation. There are some limitations to this study. First, eICU has generally more missing values than MIMIC. Second there are some differences in variable representation, e.g. the admission type was missing in eICU. This loss of information in the eICU data could have led to worse predictions.

Various models for the AKI prediction in the ICU have been proposed, but external validation is rare. Da Cruz et al. developed models on MIMIC and validated them on a cohort of the Mount Sinai Health System in New York [12]. The AUROC dropped from 0.81 to 0.64 for their logistic regression, and from 0.88 to 0.73 for their random forest. Meyer et al. validated models developed on a German tertiary care center for cardiovascular diseases with MIMIC patients (AUROC of 0.91 with the best model, which was a recurrent neural network) [13]. Schneider et al. developed a decision tree with an accuracy of 80% for the development and 73% for the validation population [14].

5. Conclusions

External validation is crucial to assess how models perform on a new population, but is uncommon. We validated five AKI prediction models. LSTM can capture complex relationships between the data and the outcome and transport well to the new population. Such models can aid clinicians to promptly recognize AKI and improve the outcome.
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