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Abstract. Medical reports are key elements to guarantee the quality, and continuity 
of care but their quality remains an issue. Standardization and structuration of 

reports can increase their quality, but are usually based on expert opinions. Here, we 

hypothesize that a structured model of medical reports could be learnt using machine 
learning on retrospective medical reports extracted from clinical data warehouses 

(CDW). To investigate our hypothesis, we extracted breast cancer operative reports 

from our CDW. Each document was preprocessed and split into sentences. 
Clustering was performed using TFIDF, Paraphrase or Universal Sentence Encoder 

along with K-Means, DBSCAN, or Hierarchical clustering. The best couple was 

TFIDF/K-Means, providing a sentence coverage of 89 % on our dataset; and 
allowing to identify 7 main categories of items to include in breast cancer operative 

reports. These results are encouraging for a document preset creation task and 

should then be validated and implemented in real life.  
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1. Introduction 

Medical reports are key elements to guarantee the quality, safety, and continuity of care. 

However, their quality remains an issue, due to missing or inaccurate information [1]. A 
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few methods have been suggested to improve their quality, such as the extraction of 

patient data from electronic health record or the standardization of medical reports. 

Standardization of medical reports consists of determining a set of items to include in 

medical reports. It is usually addressed using guidelines from scientific societies or 

expert groups [2]. Nevertheless, standardization process comes with some limits: (i) it is 

a complex and tedious process (e.g., multiple experts, Delphi method); (ii) the set of 

items is too generic and not always adapted to the cause of hospitalization; (iii) the set 

of items is not adapted to local practices leading to a risk of non-adoption by physicians.  

We hypothesize that a structured model of medical reports could be learnt using 

machine learning algorithms applied to retrospective medical reports from clinical data 

warehouses (CDW) [3]. Machine learning techniques, and especially clustering 

algorithms, have shown their value in extracting medical information from medical 

reports, alleviating time and resource consumption for this task [4–6]. 

Here, we propose to investigate our hypothesis in the domain of breast cancer 

surgery. We aimed at learning a structured model of operative reports for breast cancer 

using clustering methods applied to retrospective medical reports from CDW. We 

compared several clustering methods, and then selected the best for determining the set 

of items to include in breast surgery operative reports.  

2. Methods 

2.1. Data extraction and text processing 

All data were extracted from the CDW of the Hôpital Européen Georges-Pompidou in 

Paris [7]. Patients were eligible if they had an operative report for breast cancer (ORBC) 

between 2010/01/01 and 2021/08/31 and if they had given their consent for research. The 

patients were identified as those having at least one ICD-10 code for breast cancer as 

primary diagnosis and at least one ORBC associated to a CCAM* code of breast surgery 

(*Classification Commune des Actes Médicaux). Patient consent has been provided by 

the Biological Resources Center and Tumor Bank Platform (BB-0033-00063), with the 

approval of the institution’s ethic committee (IRB: #00011928). 

Eligible ORBC were deduplicated, and administrative headings and footers were 

removed automatically. Each ORBC was then split into sentences, and carriage returns, 

punctuation, digits and French stopwords were removed. Any duplicated sentences were 

also removed to prevent the risk of clusters constituted of only one sentence.  

2.2. Clustering methods 

Each individual sentence was represented with TFIDF, Universal Language Encoder 

(USE), or Paraphrase model as proposed by the transformers library (PRP). These 

encoded sentences were then used as input for three clustering algorithms which have 

proven useful for text analysis in healthcare domain: k-means [4], DBSCAN [5], and 

Hierarchical Clustering [6]. This resulted in comparing 9 “couples” of token 

representation /clustering algorithm (3 token methods × 3 clustering algorithms). The 

best couple for determining the set of items to include in ORBC was selected using a two 

steps process. For each couple, we first determined the best number of clusters using grid 

search hyperparameters tuning. Then we calculated the relative size of each cluster 

compared to the total number of sentences. If one couple provided one noisy cluster 
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and/or one cluster containing more than 50% of the whole dataset of sentences, then the 

couple was excluded. Then, for each remaining couple, one author (AB) reviewed all the 

clusters. If a main theme could be identified in the considered cluster, then the cluster 

was considered as of good quality and was labelled (otherwise, it was not labelled). The 

coverage of each couple was then computed by calculating the ratio between the number 

of sentences included in labelled clusters and the total number of sentences in the dataset. 

The best couple was the one with the highest sentence coverage. 

2.3. Determination of the set of items to include in ORBC 

The labels of the clusters produced by the best couple were then reviewed and grouped 

by category, corresponding to the categories of items to include in ORBC. 

3. Results 

3.1. Comparison of clustering algorithms 

1211 patients were eligible, resulting into a dataset of 1428 reports. From this dataset, 

14105 unique sentences were used for clustering. The TFIDF/DBSCAN, PRP/DBSCAN, 

and USE/DBSCAN couples all produced one cluster containing more than 50% of the 

whole dataset of sentences, and as such were excluded per our exclusion criteria.  

The TFIDF/K-means couple had the highest coverage (89%) and a high percentage 

of labelled clusters (91%) (Table 1).   

Table 1. Comparison of clustering algorithms. Abbreviation used: HC: Hierarchical Clustering, KM: KMeans, 

PRP: Paraphrase algorithm, USE: Universal Sentence Encoder  

 TFIDF/KM PRP/KM USE/KM TFIDF/HC PRP/HC USE/HC 
N of clusters 231 177 200 76 60 163 

% of labelled 

clusters (n) 

90  

(208) 

81 

(144) 

78 

(156) 

93 

(71) 

55 

(33) 

64 

(105) 

% of Sentence 

Coverage (n) 

89  

(12536) 

77  

(10833) 

77 

(10824) 

80 

(11289) 

56 

(7888) 

63 

(8844)  

3.2. Set of items required for ORBC 

From the clusters issued of  TFIDF/K-means couple, we identified 7 categories of items 

to include in ORBC: (i) administrative information, containing 7 clusters (e.g., research 

consent); (ii) medical history, containing 19 clusters (e.g., disease discovery); (iii) tumor 
characteristics, containing 28 clusters (e.g., histology results); (iv) tumor extension 
assessment, containing 9 clusters (e.g., PET scan result); (v) type of surgery, containing 

29 clusters (e.g., mastectomy); (vi) medical staff involved in surgery, containing 

15 clusters (e.g., surgeon); (vii) operative steps, containing 101 clusters (e.g., hemostasis 

checking). 

4. Discussion 

We learnt a structured model of ORBC, using clustering algorithms applied on 

retrospective data extracted from the CDW of our hospital. TFIDF/k-means provided the 
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best coverage (91% of labelled clusters, and 89% of sentence coverage), and allowed us 

to learn a structured model of ORBC containing 7 main categories of items. 

Our work has some limits. First, the selection of the best couple was not determined 

by comparing with a gold standard, but it is common in clustering and we tackled this 

issue by manually reviewing all the clusters obtaining results comparable with literature 

in which precision ranges from 52 to 97 % [3,8]. Second, the list of items retrieved 

depends on the quality of ORBC. We tried to limit this issue by considering a large 

retrospective set of reports written by various surgeons during a long period (10 years).  

Surprisingly, we observed low performance of DBSCAN with the embedding 

models, in contrast with other studies demonstrating its efficacy in terms of sentence 

clustering [5] even outperforming K-Means [9]. This lack of performance could be 

explained in two ways: (i) the embeddings were not trained on medical datasets but on 

general wide datasets (USE) or paraphrase detection (PRP), (ii) DBSCAN automatically 

discard outliers into a “noise” cluster. An under-trained embedding could favor such a 

behavior by being too sparse. Re-training embeddings on a large dataset of medical 

reports extracted from the CDW could improve sentence coverage, as well as address 

French-specific syntax problems and medical domain usages. Nevertheless, results 

obtained with the TFIDF method, are highly satisfactory, resulting in an important 

coverage, and allow us to determine a set of items to include in operative breast reports. 

We plan to implement the inferred structured model of operative report in the breast 

cancer surgery ward of our hospital for use in daily practice. This template will include 

the set of items identified in this study, as well as the related pre-established sentences 

found in each cluster. The provision of items and pre-established sentences, personalized 

to local practices, could increase adoption of operative template reports by surgeons, 

resulting in higher quality of operative reports and timesaving for surgeons.  
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