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Abstract. Methods of natural language processing associated with machine learning 

or deep learning can support detection of adverse drug reactions in abstracts of case 

reports available on Pubmed. In 2012, Gurulingappa et al. proposed a training set 
for the recognition of named entities corresponding to drugs and adverse reactions 

on 3000 Pubmed abstracts. We implemented a classifier using deep learning with a 

Bi-LSTM and a CRF layer that achieves an F-measure of 87.8%. Perspectives 
consist in using BERT for improving the classifier, and applying it to a large number 

of Pubmed abstract to build a database of case reports available in the literature. 
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1. Introduction 

In order to monitor drug safety with the medical literature, it is necessary to carry out 

bibliographic queries on a regular basis. However, pharmacovigilance teams have only 

Pubmed and its user interface which is intended for all users. Our aim is to build a 

database consisting of Pubmed abstracts related to adverse drug reactions (ADR). We 

employ the training set based on 3000 Pubmed abstracts on case reports likely to describe 

ADRs implemented by Gurulingappa et al. [1]. Most previous works have applied 

machine-learning-based methods, but not deep learning [2, 3]. 

Our first step as described in this paper was to implement a classifier to detect named 

entities related to drugs and ADRs using a conditional random field (CRF) and a Long 

short-term memory (LSTM) deep learning layers. Our model can be trained quickly (less 

than 1 hours) on only one 16 GB RAM computer. We compared our results with those 

of other recent works using named entity recognition of drugs and ADRs with deep 

learning [4, 5, 6]. 
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2. Methods 

We used a set of 3000 Pubmed abstracts annotated in 2012 by Gurulingappa et al. that 

contained 6821 sentences with a relation between a drug and an adverse reaction, and 

16,695 sentences without [1]. We implemented a CRF with sklearn-crfsuite and two 

versions of a Bi-LSTM deep learning model with or without a CRF layer. Embeddings 

of size 40 were fed into the network using Keras’ embedding layer. We used an IO 

tagging of tokens in Pubmed abstracts where “I” corresponds to “Inside”, including two 

types of “I” (I_ADR and I_DRUG), and “O” stands for “Out”. Each experiment was 

repeated five rounds, and the averaged results were taken for all metrics (precision, recall 

and F1-score). Obtained results are reported below with those of previous publications.  

3. Results and Discussion 

Table 1 shows the results we obtained with our models (first three lines), and results 

obtained by other authors (next three lines). 

 

Table 1. Precision, recall and F1-Score for our models and other publications. POS stands for Part-of-speech 

in Named Entity Recognition model. 

Models Precision (%) Recall (%) F1-Score 
CRF (with POS) 92.8 81.1 86.6 

Bi-LSTM 85.7 85.6 85.6 

Bi-LSTM + CRF 

Ramamoorthy et al. [4] 
P. Ding et al. [5] 

Hussain et al. [6] 

92.6 

88.4 
86.7 

98.2 

83.5 

82.4 
94.8 

96.4 

87.8 

85.3 
90.6 

97.6 

 

Our lightweight model is capable to extract quite efficiently named entities on drugs and 

adverse reactions from Pubmed abstracts. We plan to detect ADRs on a large number of 

case reports to build a reference database to improve queries for pharmacovigilance in 

the literature. A Bidirectional Encoder Representations from Transformers (BERT) 

model [7] should be implemented to improve the performances of our classifier.  
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