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Abstract. Multimorbidity, having a diagnosis of two or more chronic conditions, 
increases as people age. It is a predictor used in clinical decision-making, but 

underdiagnosis in underserved populations produces bias in the data that support 

algorithms used in the healthcare processes. Artificial intelligence (AI) systems 
could produce inaccurate predictions if patients have multiple unknown conditions. 

Rural patients are more likely to be underserved and also more likely to have 

multiple chronic conditions. In this study, data collected during the course of care 
in a centrally located academic hospital, multimorbidity decreased with rurality. 

This decrease suggests a bias against rural patients for algorithms that rely on 

diagnosis information to calculate risk. To test preprocessing to address bias in 
healthcare data, we measured the amount of discrimination in favor of metropolitan 

patients in the classification of multimorbidity. We built a model using the biased 

data to test optimum classification performance. A new unbiased training data set 
and model were created and tested against unaltered validation data. The new 

model’s classification performance on unaltered data did not diverge significantly 

from the performance of the initial optimal model trained on the biased data 
suggesting that bias can be removed with preprocessing. 
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1. Introduction 

A rapid shift to data-centric processes punctuates recent history. Yet, healthcare has 

lagged behind other sectors like banking and retail, where machine learning and artificial 

intelligence were incorporated into the workflow decades ago. However, artificial 

intelligence is being incorporated into healthcare and healthcare-related settings such as 

insurance, population health, EHRs, disease screening, and clinical decision support 

systems (CDS) [1,2].  These computations are powered by data collected in the course 

of care. AI and real-world evidence can add value to patient care. Scrutiny will be 

required, however, as these tools are added into the healthcare process because our world 

is rife with examples of bias, and these are unfortunately captured in our data. We may 

be unknowingly propagating or even amplifying bias [3]. When an algorithmic 

prediction is based on biased information, it will result in biased predictions. 

Comorbidity indices are common clinical data consumers used for risk adjustment 

based on patient characteristics [4]. Multimorbidity, having a diagnosis of two or more 

chronic diseases, is a risk factor for adverse clinical outcomes. Multi morbidity is known 
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to have wide-ranging consequences and associations with poor outcomes, including 

decreased quality of life, psychological distress, more extended hospital stays, more 

postoperative complications, and a higher cost of care, ultimately resulting in higher 

mortality. Data from the 2018 National Health Interview Survey (NHIS) reported that 

27.2% of US adults had multiple chronic conditions [5]. Clinical decision support 

systems need to incorporate complex information into risk analysis [2], but it isn’t 

equally available for all populations. For example, when underserved Arkansas’ rural 

communities were studied for diabetic neuropathy status, it was found that 79% had not 

been diagnosed with DPN (Diabetic Peripheral Neuropathy) among the patients with 

peripheral neuropathy symptoms [6]. Rural patients are, however, more likely to be 

underserved and also more likely to have multiple chronic conditions [7]. 

In this study, we examine bias in EHR data. We (1) measure the amount of 

discrimination, (2) de-bias the data by re-balancing class labels, and then (3) compare 

the pre-and post-processed modeling results. 

2. Methods 

An integrated data set was generated by appending zip code level data to 19,367 EHR 

records of patients with chronic diseases (asthma, diabetes, heart disease, congestive 

heart failure, coronary artery disease, heart attack, stroke) from the University of 

Arkansas for Medical Sciences Clinical Data Warehouse (AR-CDR) [8]. 

Patients are stratified by risk in order to receive care at the appropriate level of need 

and to produce the most optimal outcome for the patient. We modeled a simplified risk 

predictor to study how preprocessing data to remove bias impacts predictions. Because 

patients are evaluated for risk using primary vital signs (temperature, respiration, and 

heart rate), these were used as baseline clinical features along with demographic features 

(i.e., race, gender, geographic location).  

The outcome variable was the class label multimorbidity. Urban, rural residence was 

designated as the sensitive attribute because multimorbidity decreased with rurality, as 

shown in Figure 1. This decrease suggests a bias against rural patients for algorithms that 

rely on diagnosis information to calculate risk. Geographic location data was appended 

in the form of Rural-Urban Commuting Area (RUCA) codes. Rural-Urban Commuting 

Area codes are indicators of the population level of a patient’s geographic home location, 

which are generated using the United States Census Bureau data [9].  

RUCA codes range from 1 to 9, indicating progressively more rural areas. Because 

the codes that are 6 or less indicate metropolitan areas and those equal to 7 or above 

indicate rural areas, they were binned into urban and rural categories accordingly. 

The measure of bias against rural patients was measured as shown in Eq. (1) where: 

D is discrimination or bias,  is the sensitive attribute (rural residence condition),  is the 

sensitive (metropolitan residence condition). Resulting in D = 0.063, meaning that the 

data is biased in favor of metropolitan patients, 6.3% are assigned a more complicated 

multimorbid status than the rural patients.  

D =  (1) 
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Figure 1. Trendlines show a 6.3% bias in multimorbidity increase with age for urban but not rural patients. 

 

The data was then separated into a 60%/40% training and validation set, and we built 

a model using the biased data to test optimum classification performance. To address the 

bias in the data, the class labels of multimorbidity and no-multimorbidity were changed 

for M ranked patient rows in the training set as shown in Eq. (2). Ranking was done using 

logistic regression to determine the probability of multimorbidity associated with each 

patient. Urban patients with the lowest probability of being classified as multimorbid 

were ‘demoted’ to no-multimorbidity, and rural patients with the highest probability of 

being classified as multimorbid were ‘promoted’ to multimorbidity. To maintain the 

balance between the two classes, promotion and demotion were done at the same time 

for each of 66 rows, as shown in Table 1. [10] 

M =  (2) 

A logistic regression model was then learned using the debiased training data and 

tested on the unaltered validation set. A logistic regression model was also learned using 

the unaltered training data with the sensitive attribute removed for comparison. We 

compared the results of these three methods in model classification performance. 

E. Seker et al. / Preprocessing to Address Bias in Healthcare Data 329



Table 1. The data was debiased by rebalancing the multimorbidity class labels for M rows.  

  Debiased Data - Number of Chronic Conditions 
Original Data - 
Number of Chronic 
Conditions 

 no Multimorbidity Multimorbidity 

no Multimorbidity 5840 66 

Multimorbidity 66 13395 

 

3. Results 

We built a model using the biased data to test optimum classification performance. A 

new unbiased training data set and model were then created and tested against unaltered 

validation data. The new model’s classification performance on unaltered data did not 

diverge significantly from the performance of the initial optimal model trained on the 

biased data suggesting that bias can be removed with preprocessing. 

The initial bias or discrimination measurement was just over 6%, suggesting that 

patients from a metropolitan area had an advantage in that they would be evaluated at a 

higher risk stratification than their rural counterparts. This bias is unexpected because 

rural patients are more likely to have multiple chronic illnesses. Reclassifying ranked 

patients in a training set removed the discrimination and had a negligible impact on 

classification performance. Because removing sensitive attributes is also a potential 

solution, we compared these results with modeling using a training set with the sensitive 

attribute completely removed. This model was tested on unaltered validation data, and 

classification performance wasn’t significantly different, as shown in Table 2. 

 
Table 2. The AUC was measured and used to compare the classification performance of models built using 

data that was (1) unaltered, (2) debiased, and (3) had the sensitive attribute removed. The AUC was robust to 

debiasing techniques indicating that preprocessing can be applied without negatively impacting model 
performance in at least some cases.  

              Unaltered               Debiased             SA Removed 
Test 0.7033 0.7042 0.7031 

Validation 0.7081 0.7088 0.7080 

4. Discussion 

Real-world clinical data is important for clinical decision-making and valuable when 

used within artificial intelligence algorithms. However, real-world data has everyday 

biases imprinted within it and can preserve and even amplify health disparities. 

Underserved rural populations are less likely to get needed healthcare due to distance, 

costs, and poor insurance coverage leading to underdiagnosis of illnesses even though 

they are more commonly affected by chronic conditions. 

To study this bias problem within healthcare data, we have analyzed and 

preprocessed a real-world data set of patients with chronic conditions from 

geographically disparate locations. We have chosen to preprocess because it prepares the 

data set for any following modeling and does not need to be repeated for each new 

classifier. When correcting for bias it is essential to maintain the integrity of the data set 

for it to still be useful for prediction. We also tested the removal of the sensitive attribute 
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altogether. Each of these tests produces similar AUC results. Comparable AUC results 

indicate that classification bias can be removed while maintaining strong classification 

performance. 

5. Conclusion 

Our work has resulted in a desirable, in fact a necessary, outcome of stable prediction 

capability with reduced bias. Classification performance was not altered significantly in 

any of these cases, which suggests debiasing can be conducted without a drastic negative 

effect on predictive modeling. Although removing the sensitive attribute did not degrade 

classification performance, it is potentially detrimental because there are often multiple 

features associated with the sensitive attribute in question. This can continue to produce 

bias even in the absence of sensitive information.  

Debiasing techniques may have unexpected downstream consequences that need to 

be evaluated. Further research is required in a broader range of institutions and sensitive 

attributes. We believe this is an essential first step in debiasing healthcare data used for 

algorithmic prediction and directly impacts patient health outcomes. 
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