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Abstract 

Online forums play an important role in connecting people who 
have crossed paths with cancer. These communities create 
networks of mutual support that cover different cancer-related 
topics, containing an extensive amount of heterogeneous 
information that can be mined to get useful insights. This work 
presents a case study where users’ posts from an Italian cancer 
patient community have been classified combining both count-
based and prediction-based representations to identify 
discussion topics, with the aim of improving message reviewing 
and filtering. We demonstrate that pairing simple bag-of-words 
representations based on keywords matching with pre-trained 
contextual embeddings significantly improves the overall 
quality of the predictions and allows the model to handle 
ambiguities and misspellings. By using non-English real-world 
data, we also investigated the reusability of pretrained 
multilingual models like BERT in lower data regimes like many 
local medical institutions. 
Keywords:  

Natural Language Processing, Classification, Community 

Health Services.  

Introduction 

Despite the unrestrainable growth of social media and 

microblogging in communication, online forums still play an 

important role in connecting people whose lives have been 

touched by cancer. These communities - made by patients, 

relatives, friends, and trained volunteers - create networks of 

mutual support on different cancer-related topics, covering 

different needs people develop while facing the various stages 

of the disease. On these medical message boards (MMBs), 

users communicate asynchronously sharing details about their 

experiences and answering questions about symptoms, 

treatments, diagnosis, etc. MMB discussions include posts from 

authors with different backgrounds, expertise, education and 

writing skills, representing an extensive source of 

heterogeneous textual information [11]. Due to its particularly 

unstructured and noisy nature, this source of information is 

often underutilized and can be mined to offer better assistance 

in many applications [1,12]. This work leverages MMB posts 

focusing on topic classification for posts filtering, forum 

moderation or thread recommendations for new discussions.  

Text classification (including topic classification) refers to the 

Natural Language Processing (NLP) task of assigning a 

sentence or document an appropriate category by learning 

associations and patterns between pieces of the text. In order to 

be understood by machine learning models, documents, i.e., 

 
1 CAPABLE website: https://capable-project.eu 
2 Aimac website: https://www.aimac.it 

posts, must be transformed into a numerical representation 

before being classified.  

Count-based approaches like Bag-of-Words (BoW) represent 

posts based on word distributions that are estimated by counting 

the frequency of occurrence of each word of the vocabulary in 

a post. These approaches are intuitive, interpretable, and easy 

to implement, although they do not consider the word order nor 

the syntactic structure and are less suitable for short texts due 

to their sparsity and high dimensionality [16]. Some of the BoW 

limitations have been addressed in the past by applying 

dimensionality reduction techniques [5] or by counting over a 

limited set of informative concepts or keywords instead of the 

whole vocabulary [6,16]. 

On the other hand, prediction-based approaches natively learn 

dense continuous vectors by solving a prediction task rather 

than counting, providing representations based on the model’s 

weights where the semantic similarities between the words are 

well-preserved [9]. One of the most advanced ways to produce 

these vectors, commonly referred to as embeddings, is BERT, 

a language representation model based on Transformers that 

also addresses Italian in its multilingual version [4]. 

CAPABLE1 is a European-funded project aimed at developing 

a decision support system to improve the quality of life of 

cancer patients treated at home, by combining technologies for 

data and knowledge management with socio-psychological 

models and theories [2]. As a partner of the CAPABLE project, 

the Italian Association of Cancer patients, relatives, and friends 

(Aimac) 

2 is making the data collected in its discussion forum 

available for several analytics tasks, including the identification 

of patient needs. This forum offers a virtual place where people 

facing directly or indirectly cancer can meet, share their 

experiences and discuss [7].  

In this paper, we exploit the Aimac forum as a source of 

information for topic classification to: 

1. Investigate the added value of combining simple 

keywords matching with advanced prediction-based 

representations for topic classification. 

2. Propose a model for MMB moderation support based on 

Multilingual BERT, following an automated approach 

for training data annotation and text representation. 

3. Test the effectiveness of multilingual pre-trained 

models on Italian MMBs. 

Furthermore, as most of the advancements in NLP are geared 

towards the English language [8], we believe that investigating 

transfer learning with pre-trained multilingual Transformers 

using limited real-world data may help to reduce the need for 

heavily engineered architectures and massive amounts of 

training data, requirements that cannot be matched in many 
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local medical centers of non-English-speaking countries that 

want to develop clinical applications based on Natural 

Language Processing techniques.  

Methods 

The Aimac forum includes 74930 posts, written in Italian by 

3955 unique users. Discussions are distributed in 35 subforums 

based on their main subject. Each of these subforums hosts 

multiple threads. The average number of threads in a forum is 

117, while the average number of posts is 2140, varying from 6 

to 35095. In this paper, we consider the subforums with the 

highest participation in terms of opened threads and published 

posts, excluding the general-purpose ones (e.g., “Introduce 

Yourself”, “Scattered Thoughts”, “Staff News”). This leaves us 

with 8 hot-topics: “Prostatic Cancer”, “Pancreatic Cancer”, 

“Lung Cancer”, “Colorectal Cancer”, “Head and Neck Cancer”, 

“Brain Tumor”, “Breast Cancer” and “Liver Cancer”. 

Data Preparation and Pre-processing 

Forum posts have been filtered considering only the first M 

messages of each thread. Each post has been truncated to the 

first W tokens and annotated leveraging the inner structure of 

the forum itself with a One-vs-Rest approach: positive (on-
topic) if the message belongs to the subforum of interest, 

negative (off-topic) otherwise. The M and W parameters are 

manually defined, and different configurations have been 

tested. 

Punctuation and special tokens (e.g. HTML tags, escape 

sequences, emoticons) have been removed from the text. No 

stemming nor lemmatization has been deployed, as well as stop 

words removal. We applied such minimal preprocessing 

because non-trivial words may still provide useful contextual 

information for Transformer-based models like BERT [14].  

Binary labeling of posts introduces class imbalance, which has 

been addressed with undersampling. We split the data randomly 

with stratification into an 80% training set and a 20% test set, 

using 20% of the training set as the validation set for BERT 

fine-tuning. 

Text Representation 

In order to perform text classification, the first major step is to 

define a mapping strategy to represent posts as numerical 

vectors. Our work explores the use of two types of 

representation, as shown in Figure 1, where we illustrate the 

pipeline described in this paper.  

Bag of Keywords 

Keyword matching can be used as a simple and concise way to 

represent text [6]. Given a set of keywords K, each post P is 

mapped in a Bag-of-Keywords (BoK) vector p according to 

Equation 1. 

Despite ignoring context and word order, BoW approaches 

constitute a sufficient description of the text content in many 

applications [3]. The sets of keywords have been automatically 

extracted with TF-IDF on subforums keeping only the top K 
terms for each topic, stop words excluded. K is a user-defined 

hyperparameter. Results for different values of K are reported 

in the Results section.  

 

Figure 2 – Italian keyword clouds for Pancreatic Cancer (top) 
and Prostatic Cancer (bottom) when K=100. 

Figure 2 shows an example of an automatically extracted 

keywords set for pancreatic cancer and prostate cancer posts. 

These include a wide variety of medical concepts. We can find 

treatments and medications like “Abraxane”, a prescription 

medicine used to treat advanced cancer; generic cancer-related 

terminology like “chemotherapy”, “tumor” or “metastasis”; 

Figure 1 – Topic classification pipeline for Aimac forum posts   
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medical procedures like “PSA”, a screening test for prostate 

cancer, and “Gleason”, a popular grading system used for 

prostate cancer prognosis; conditions like “incontinence”, a 

common side-effect in treated prostate cancer patients; target 

body parts like “prostate” and “pancreas”, as well as indirectly 

involved organs like “liver”, which is strictly related to 

pancreatic adenocarcinomas, as more than 50% of patients with 

pancreatic cancer have liver metastases at the time of diagnosis 

[13]. 

Post Embeddings 

The value of word embeddings in text classification is widely 

known nowadays [9]. Embeddings provide a dense vectorial 

representation of words and documents that considers both 

word order and context, preserving semantic rules and enabling 

more refined comparisons.  

BERT, which stands for Bidirectional Encoder Representations 

from Transformers, is a language representation model based 

on Transformers [15] designed to pre-train deep context-aware 

bidirectional representation of words. Since its development, 

this model has advanced the state of the art for many NLP tasks 

[4]. In its multilingual version, BERT enables the use of transfer 

learning for more than 100 languages, including Italian.  

Word embeddings for each word of each post have been 

extracted averaging the last 4 layers of BERT, as described in 

[4]. For each post, word embeddings have been merged to 

obtain post embeddings, a document-level representation [10]. 

In this work we used the uncased multilingual BERTBASE 

configuration, which consists of 12 encoding layers, 12 

attention heads and a hidden size of 768, adding a single linear 

layer at the end for sequence classification. Pre-trained 

embeddings have been fine-tuned on the validation set. We 

trained the model for 5 epochs, with early stopping based on 

F1-score, and we used Adam optimizer with a learning rate of 

5e-5 and a batch size of 16. Post embeddings have been 

implemented in Python using PyTorch3 and the Huggingface4 

Transformers library. 

Text Classification 

Each post has been binarily labeled for topic classification with 

no additional human supervision, leveraging the forum 

structure itself and the previous, implicit, annotation work done 

by moderators and users when they decide on which discussion 

subforum to post their messages. The representation methods 

described above have been combined in four ways for 

classification: 

1. BERTFT. No keywords, posts are represented using 

embeddings only. Pretrained representations have been 

fine-tuned (FT) on a validation set. 

2. Bag-of-Keywords. Keyword match representation, 

posts are mapped using the BoK approach alone. 

3. BERTFT+BoK. Post embeddings are concatenated with 

BoK, resulting in a vector sized 768+K and made of 

both continuous and binary variables.  

4. BERTPT+BoK. Pre-trained (PT) post embeddings are 

concatenated with BoK without further fine-tuning. 

Post representations in turn become the input of a logistic 

regression, regularized through Elastic Net to control the high 

number of variables. For BERTFT, we directly used the output 

of the final layer instead. The whole pipeline, summarized in 

Figure 1, has been implemented5 with Python 3 on a consumer 

machine’s CPU. 

 
3 PyTorch website: https://pytorch.org/ 
4 Huggingface website: https://huggingface.co 
5 Code available upon request  

Results 

Models have been evaluated in multiple configurations, varying 

the size of the keyword set K. For each configuration, the 

pipeline has been run 5 times with different seeds to monitor 

variability and stability of results. The truncation threshold W 
has been set to 380 tokens, obtained by using the WordPiece 
sub-word tokenization. This is equal to the 95th percentile of the 

MMB message length distribution after preprocessing and 

allows us to speed up computation by cutting only the tail of the 

distribution, shown in Figure 3. 

 

Figure 3 – Message length in terms of sub-word tokens 

We evaluated models’ performance with respect to their AUC-

ROC, accuracy, F1-score and recall. Standard evaluation 

metrics have been complemented with recall to emphasize the 

prediction of actual positives. Experiments have been carried 

out on multiple topics to check the robustness of the models, 

changing the subforum of interest and the binary labeling 

accordingly. 

Table 1 – Comparison of performance for the “Prostate 
Cancer” topic (W=380, M=5) 

Model K AUC Acc Recall F1 
BERTFT 0 .89±.03 .80±.03 .80±.05 .80±.04 

BERTFT+BoK 5 .90±.02 .83±.03 .83±.02 .83±.03 
BERTPT+BoK 5 .90±.02 .81±.03 .81±.03 .80±.03 

BoK 5 .76±.03 .73±.05 .48±.08 .64±.06 

BERTFT+BoK 50 .90±.02 .82±.03 .83±.03 .83±.03 
BERTPT+BoK 50 .91±.01 .81±.01 .80±.02 .80±.02 

BoK 50 .86±.03 .77±.03 .62±.03 .73±.03 

BERTFT+BoK 200 .90±.02 .82±.03 .83±.03 .82±.03 
BERTPT+BoK 200 .90±.01 .81±.01 .79±.02 .80±.01 

BoK 200 .87±.01 .78±.02 .70±.05 .76±.02 

 

Table 1 shows results for a short selection of K when W=380, 

M=5 and the target topic is “Prostate Cancer”. The best-scoring 

configuration is BERTFT+BoK. For this topic, both stand-alone 

BERTFT and BERTPT+BoK perform better than stand-alone 

BoK, whose performances grow with K. 
Under the same configuration, we reported in Figure 4 the 

average F1-score trend for “Pancreatic Cancer” over all the 

tested values of K. Similar curves have been found for other 

topics of interest.  
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We also compared the amount of improvement between BoK 

and BERTFT+BoK for different topics in terms of their average 

score and standard deviation, as shown in Figure 5. Our 

experiment highlights how BERTFT+BoK is the best performing 

approach across the Aimac discussion board. 

 

Figure 4 – F1 trend for “Pancreatic Cancer” (W=200, M=5). 
Shadows show the standard deviation for each model. 

Discussion 

Results show that introducing Multilingual BERT improves the 

quality of predictions when combined with keyword matching. 

Recall, in particular, is significantly higher in BERT-powered 

models than the BoK model itself. The magnitude of these 

improvements change with the specific topic of interest. This 

may be influenced by the sample size of the target topic as well 

as the writing styles of the users, which may also affect the 

variability of the results. 

While showing different performances, most of the topics share 

the same trend when varying K. The improvement of 

BERTFT+BoK over BoK tends to shrink as the keywords set 

grows, suggesting that Transformer-based representations may 

suit situations where we deal with only a few keywords, like 

post filtering with short queries. 

 
Figure 5 – Comparison of BERTFT+BoK vs BoK in terms of 

F1-score (W=200, M=5, K=100). Whiskers highlight the 
standard deviation of the results for each topic.  

It is interesting to observe the positive effect of fine-tuning in 

BERT models as in Figure 4, with BERTFT and BERTFT+BoK 
performing better than BERTPT+BoK. The impact of fine-

tuning depends on the topic and it is usually considerable, with 

some exceptions. In the “Lung Cancer” thread, for instance, 

fine-tuning does not seem to bring noticeable improvements 

over BERTPT.  
Comparing standalone BERTFT and BoK models, we found that 

BoK is slightly superior to the Transformer-based 

representation in terms of accuracy in many topics, but widely 

inferior in terms of recall. This suggests that the first 

representation method, rigid by design, may be more suitable in 

scenarios where positive and negative detections are equally 

important, while the flexibility of embeddings does better at 

detecting positives by foregoing some points on the overall 

accuracy. 

The combination of both BERT and BoK representations seems 

to overcome both the drawbacks, achieving a combination of 

high recall and accuracy. The improvements introduced by the 

BERTFT component can be mainly attributed to two well-known 

capabilities of Transformer-based models: the ability to 

generalize, handling misspellings and ambiguities, and the 

attention mechanism, a powerful technique that directs the 

focus of the model only to the relevant parts of the input 

sequence. In this sense, BERTFT uses attention to learn its own 

keywords, as exemplified in Figure 6. This figure shows a 

MMB Italian message about prostate cancer, highlighting the 

attention weights for each word. Attention weights are obtained 

by averaging the weights coming from the attention layers. The 

word with the highest attention is “prostate”, followed by “psa” 

and “father”. This is in line with expectations: the most 

important word is the involved organ itself, the second one is a 

prostate-related screening test, the latter implies demographic 

characteristics related to this type of cancer, that mainly affects 

men over 50.  

 

Figure 6 – Self-attention visualization of a MMB message 
about prostate cancer. The highlighted words are the ones 

with the highest weights, i.e., the self-learned keywords. 

Limitations 

Relying on the forum’s own structure for automatic labeling is 

extremely convenient, avoiding manual reading and annotation 

of thousands of posts. However, this strategy implicitly 

assumes that every message in every thread under the subforum 

of interest indeed focuses on the target topic. This assumption 

is not always true: sometimes users join specific topics to 

express emotional support or gratitude, sometimes they share 

their experience about different topics. This introduces noise in 

labeling, which is partially addressed by keeping only the first 

M posts for each discussion. 

In order to measure the impact of having noisy labels on the 

models’ performance, we manually de-noised a few topics to 

check the extent of improvement over the same topics with 

noisy labels. Noise in labels has been removed by checking, for 

each message posted on the subforum board, whether the 

content was actually involving the subject of interest or not. 

Most of the time, de-noising leads to higher and stable 

performance, as shown in Figure 7 for prostate cancer. 

However, manual labeling is significantly time-consuming and 

cannot be considered a viable solution for large corpora.  

Amongst useful terms like medications and oncological terms, 

the automatic keywords extraction through TF-IDF could 

introduce noise as well, giving importance to unrelated but 

recurrent terms like usernames and locations, as shown in 

Figure 2.  
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Figure 7 – Impact of noisy labels for the “Prostate Cancer” 
topic on AUC-ROC, accuracy, F1 score, and recall  

We believe that the advantages of preserving an automated 

pipeline outweigh the drawbacks of introducing noise in the 

system for this experiment, where we maintain the focus on 

comparisons rather than absolute values.  

Our investigations focus on multiple binary classifications 

implementing a One-vs-Rest strategy to inspect each topic 

separately. This could also be addressed as a multi-

classification problem using different experimental setups. 

Moreover, despite having more than thirty available subforums 

to perform the classification on, many of them are 

underrepresented and cannot be treated properly. Preliminary 

analyses on the “Nutrition” subforum, for instance, show how 

an insufficient sample size can affect both BERT and BoK 

stability, leading to excessively large fluctuations in results. 

This can already be noticed in Figure 5 for the “Head and Neck 

Cancer” or the “Liver Cancer” topics, where the final sample 

size (184 and 330 samples, respectively) is much smaller than 

that of “Lung Cancer” (2486 samples). 

Conclusions 

In this paper we presented a comparison between two different 

representation strategies for MMB topic classification. We 

demonstrated that combining simple strategies based on 

keywords matching with contextual embeddings like BERT 

seems to improve the quality of predictions for every topic we 

tried, providing a relatively inexpensive way to overcome BoW 

limitations and charting a course towards new feasible 

approaches for real-world situations involving languages other 

than English. 
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