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Abstract 

Social media has become a predominant source of information 

for many health care consumers. However, false and 

misleading information is a pervasive problem in this context. 

Specifically, health-related misinformation has become a 

significant public health challenge, impeding the effectiveness 

of public health awareness campaigns and resulting in 

suboptimal responsiveness to the communication of legitimate 

risk-related information. Little is known about the mechanisms 

driving the seeding and spreading of such information. In this 

paper, we specifically examine COVID-19 tweets which 

attempt to correct misinformation. We employ a mixed-methods 

approach comprising qualitative coding, deep learning 

classification, and computerized text analysis to understand the 

manifestation of speech acts and other linguistic variables. 

Results indicate significant differences in linguistic variables 

(e.g., positive emotion, tone, authenticity) of corrective tweets 

and their dissemination level. Our deep learning classifier has 

a macro average performance of 0.82. Implications for effective 

and persuasive misinformation correction efforts are discussed. 
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Introduction 

The World Health Organization (WHO) defined the COVID-

19 virus (initially known as 2019-nCoV) outbreak as a severe 

global threat [1]. Social media has become predominant as a 

source of information for many health care consumers during 

these unprecedented times. In emerging situations and stressful 

circumstances such as COVID-19, where in-person interactions 

are discouraged and prohibited, online information 

dissemination provides unique opportunities and unexpected 

challenges for public health agencies. Specifically, viral 

outbreaks of false and misleading information have been a 

pervasive problem in this context [2, 3]. With the current 

climate of distrust in scientific institutions and medical systems 

as a source of reliable information [4], this presents a significant 

public health challenge, as inaccurate information may lead to 

harmful health behaviors and impede the effectiveness of 

population health interventions and responsiveness to the 

communication of legitimate risk-related information [5]. 

While misinformation in social media is not a new emergence, 

we have a limited understanding of how individuals respond to 

misinformation in various ways, such as seeding and spreading 

it, rejecting it, or providing further information to support or 

refute it. Several studies have focused on developing deep 

learning and computational linguistic models to identify and 

mitigate misinformation spread and model stance-taking 

behaviors of individuals in social media [6, 7]. However, these 

methods ignore the social processes and cognitive factors 

fueling the seeding and spreading of misinformation. Without 

understanding these important components that drive human-

misinformation interaction, computational models cannot be 

fully optimized to reach their full potential [8, 9]. The processes 

of a machine-based system may differ from the conscious 

assessments of individuals when considering such information. 

Human misinformation detection and mitigation tightly couples 

social and cognitive processes [10, 11]. It is the intersection of 

the strength of reasoning, the fragility of memory [12], and 

interpersonal factors such as reputation. To understand how 

(mis)information is assessed, we need to consider the social 

dynamics of endorsement, authenticity, reputation, and other 

interpersonal considerations along with human factors in 

memory, attention, and reasoning [13, 14]. In order to 

understand effective correction strategies that can be adopted 

by health consumers and public health authorities, it is 

important to examine cognitive models of naturalistic decision 

making as individuals interact with misinformation and observe 

the enacted fate of such correction strategies in the context of 

the inter- and intra-personal factors affecting its dissemination 

in online social settings, thus, providing insights into learning 

pathways to increase individual resistance to misinformation 

that address the observed cognitive, social, and behavioral 

susceptibilities of individuals and communities. This will 

permit the characterization of misinformation intention-

perception dynamics in digital social settings, ultimately 

allowing us to develop resilient information dissemination 

approaches to mitigate misinformation seeding and spread, as 

well as develop targeted learning strategies to help individuals 

spot misinformation and prevent its spread. 

In this paper, we will present a novel methodological 

framework to examine the ways in which individuals resist and 

correct misinformation in online social media. To this end, we 

(a) conduct computerized text analysis of linguistic attributes of 

social media posts, (b) develop a semi-automated deep learning 

linguistic modeling for high throughput classification of intent 

using speech acts theory, and (c) model the relationships 

between linguistic features and the dissemination of correction 

posts. Such analysis forms the foundational step towards the 

characterization of human-information intention-perception 

dynamics in digital social settings, ultimately allowing us to 

develop scalable and reliable computational infrastructure that 

can help formulate resilient information dissemination 

approaches to negotiate and compensate misinformation 

perception and spread, easing public health burden and 

informing policy regulations as needed. Results from this 

research will help us formulate responsive interventions that 

empower individuals in effective stance-taking strategies and 

prevent misinformation spread in online social media.  

Methods 

Qualitative analysis: Tweet data ranging from January 2020 

to January 2021 was retrieved from a COVID-19 Tweet-ID 

repository created by Chen et al. [15]. A dataset consisting of 

423,652 tweets was obtained by hydrating the provided Tweet-
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IDs using the Twarc package [16]. A subset of 1,400 randomly 

chosen tweets was created for qualitative analysis. In order to 

understand the ways in which COVID-19 (mis)information is 

expressed, we analyzed tweets using a modified version of 

Searle’s speech acts theory [17, 18] consisting of the following 

labels: declaratives (announces objective information), 

expressive (expresses speaker’s psychological reactions to 

events), desire (pursued action or result), question (information 

request), commissive (promise to perform an action), directive 

(requests an action from message recipient), emotion (expresses 

feelings towards a situation), assertion (states personal believes 

definitively), stance (conveys a standpoint), and statement 

(explanation). A subset of 100 tweets was independently coded 

by two researchers and inter-rater reliability (Krippendorff's 

alpha) between the raters was calculated. Additional details 

about the qualitative labeling procedure and dataset 

characteristics can be found here [19]. 

Deep learning-based intent classification: Transformer-

based models like BERT have emerged as the state-of-the-art 

models in many NLP-related tasks primarily because of their 

ability to capture bidirectional contextual information [20, 21]. 

BERT-base model consists of 12 layers of transformer blocks, 

12 attention heads (768 hidden size), and 110 million 

parameters [20]. For this study, we used a variant of this model 

called BERTweet [22], which uses the same architecture as 

BERT-base to perform intent classification of COVID19 

misinformation tweets. BERTweet is pre-trained using a corpus 

consisting of 850M English Tweets, out of which 845M Tweets 

were obtained from 01/2012 to 08/2019 and 5M tweets were 

related to the COVID-19 pandemic [22]. 

Using the manually coded dataset, we first performed text pre-

processing in order to convert the text to lowercase and also 

remove any hyperlinks from the textual data. We then split the 

entire dataset into 90%, 5%, and 5% for training, validation, 

and test sets, respectively. We employed a fine-tuning layer that 

consisted of two fully connected dense layers (768 and 512 

units, respectively) and a sigmoid activation function in the 

output layer (5 units). We used a learning rate of 1 x 10−5. We 

also computed class weights for the loss function to assign a 

higher weight to the loss encountered by the tweets associated 

with minor classes. The model was trained for 20 epochs. We 

converted the probabilities into actual classes based on the 

threshold value calculated using the validation set. To evaluate 

the performance of the classifier, we used the held-out test set. 

We used the following evaluation metrics to evaluate the 

classifier’s predictions on the held-out test dataset:  

a) Recall – It is the number of true positives divided by 

the number of true positives plus the number of false 

negatives.  

b) Precision – It is the number of true positives divided 

by the number of true positives plus the number of 

false positives.  

c) F1-score - It is defined as the harmonic mean of the 

precision and recall.  

Analysis of attempts to correct misinformation in social 

media: The COVID-19 Twitter misinformation dataset called 

CMU-MisCov19 [23] was further analyzed in this study. This 

dataset was created to identify and characterize COVID-19 

misinformation communities [23]. This dataset was also 

hydrated using Twitter’s API and the Twarc package [16]. This 

dataset consisted of 4573 Twitter-IDs annotated for 17 

categories, including tweets calling out or correcting 

misinformation [23]. Of the 4573 Twitter-IDs, only 3702 tweets 

were available for retrieval at the time of hydration. From that 

subset of tweets, a total of 1204 posts were considered to be 

calling out or correcting COVID-19 misinformation as 

described in [23].  

For the CMU-MisCov19 dataset, we applied our deep learning 

classifier described above to assign speech acts-based intent 

labels. Further, dissemination levels were assigned based on 

tweet-level metrics capturing users’ interactions with the 

tweets, in this case, retweets and favorites. Due to the non-

normal distribution of the data, the interquartile range (IQR) of 

the sum of these metrics was utilized to determine the 

thresholds between low (0 interactions), medium (1-4 

interactions), and high (>4 interactions) dissemination levels. 

To understand how users communicate through the use of 

various words as embedded in their language, we utilized 

Pennebaker’s Linguistic Inquiry and Word Count (LIWC) 2015 

analysis [24] software to extract linguistic features of corrective 

COVID-19 misinformation tweets and compare them across the 

three dissemination levels. We also compared the linguistic 

features of corrective tweets with those of non-corrective 

tweets. These tweets were first pre-processed to improve the 

performance of the software by removing unrecognizable 

components such as hashtags, mentions, embedded web 

addresses, and symbols (emojis). Due to the nature of the data, 

the nonparametric Kruskal-Wallis test was utilized to evaluate 

the differences in linguistic patterns among correction tweets at 

various dissemination levels.  

Results and Discussion 

Qualitative analysis: The distribution of different speech act 

classes in the manually annotated dataset is shown in Figure 1. 

The most prevalent speech act was assertion (n=445), followed 

by declaratives (n=373), statement (n=303), directive (n=300), 

question (n=204), expressive (127), emotion (n=100), stance 

(n=96), desire (n=73), and commissive (n=42). The inter-rater 

reliability between the two coders was 0.84 for labeling speech 

acts. Given the imbalanced distribution of speech act classes in 

our manually coded dataset, we built the multilabel intent 

classifier for the five most prevalent speech act classes 

consisting of 1289 manually coded tweets. 

Figure 1– Distribution of speech acts (n=1400) 

Table 1 provides illustrative examples of tweets and 

manifestations of various speech acts categories. Users 

expressed different speech acts as per their Twitter 

conversations. Assertion speech acts focused more on 

individual’s beliefs, whereas commissive highlighted the 

seriousness some users exhibited while dealing with the 

pandemic situation. Expressive and emotion speech acts 

reflected individuals’ state of mind towards the spread of the 

pandemic. Twitter users also used the platform to request 

information about coronavirus in the form of questions or 

queries. Users also announced relevant information on Twitter 

in the form of declaratives. 
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Table 1- Definitions of speech acts and example tweets 

Speech acts Definition Example 

Assertion States the 

speaker's own 

beliefs to attempt 

to persuade or 

obtain hearer's 

engagement 

With the rise of the 

2019-nCoV strain of 

coronavirus, I figured a 

rewatch of Contagion 

(2011) was in order. 

Commissive  

 

 

 

 

Declaratives 

Commits the 

speaker to 

perform an 

action 

 

Announces 

information 

which might 

result in a 

change of affairs 

or reach a 

decision 

We need to take things 

seriously, but keep the 

heid and follow the 

advice of the medical 

professionals. 

CDC confirms first US 

case of coronavirus that 

has killed 9 in China 

Desire Sought action or 

result 

I've been hearing this! I 

hope it's true. When I 

heard there was an HIV 

component to 

Coronavirus, my heart 

dropped. 

Directive Efforts by the 

speaker to make 

the hearer 

perform an 

action 

'No reason for 

Americans to panic': 

White House looks to 

calm fears over 

coronavirus 

Emotion Expresses 

personal 

reactions and 

feelings towards 

a circumstance 

I don’t like that song 

even when we aren’t in 

a pandemic. ?? 

Expressive Expresses 

speaker's 

psychological 

condition about 

present 

conditions or 

themselves 

My work assumed I had 

the corona virus 

because my boyfriend 

is Chinese when I was 

sick from my chronic 

illness?? 

Question Requests 

information 

#Coronavirus: Where 

does it come from and 

how did it mutate to 

infect humans? 

Stance Portrays a 

standpoint 

Great step taken by 

“ID12XX”  we will 

takeover this corona 

soon and get back to 

normal life with more 

power. 

Statement Descriptive, 

expositive 

My Virus, called 

Coronavirus, just wiped 

out the world in 579 

days! 

 

Deep learning-based intent classification: The overall micro 

and macro average of the classifier was high – 0.81 and 0.82 

respectively (Table 2). In terms of specific speech acts classes, 

declaratives speech act had the highest F1 score of 0.92, 

followed by question speech act which had a F1 score of 0.88, 

and directive speech act which had an F1 score of 0.82. The 

performance for the assertion speech act was reasonable, with 

an F1 score of 0.77. The performance for the statement speech 

act was low, with an F1 score of 0.69. The post-hoc error 

analysis using the test set predictions revealed that the lowest 

performance for statement speech act class could be attributable 

to – (a) statement class was mostly missed when it co-occurred 

with other classes, (b) embedded links which were used during 

qualitative analysis was irrelevant to improve classifier 

performance. 

Table 2- Performance evaluation of BERTweet model for 

speech acts classification 

Per Class Performance 

Speech acts Precision Recall F1

Assertion 0.67 0.91 0.77

Declaratives 0.90 0.95 0.92

Directive 0.75 0.90 0.82

Statement 0.77 0.62 0.69

Question 1.00 0.79 0.88

Overall Model Performance 

Micro avg. 0.79 0.84 0.81

Macro avg. 0.82 0.83 0.82

Weighted avg. 0.81 0.84 0.81

 

Figure 2 shows the distribution of speech acts within the 

misinformation correction tweets across three dissemination 

levels. Declaratives and question speech acts were more 

prevalent in the low dissemination tweets (n=176, n=77 

respectively) as compared to the high (n=149, n=44 

respectively) or medium (n=128, n=44 respectively) 

dissemination tweets. The expression of assertion and directive 

speech acts was comparable across medium (n=219, n=87 

respectively) and low (n=229, n=86 respectively) dissemination 

tweets. Question speech act was equally distributed across the 

high and medium dissemination tweets (n=44 each). Statement 

speech act was most prevalent in the medium dissemination 

tweets (n=39) as compared to high (n=28) or low (n=34) 

dissemination tweets. 

 

Figure 2– Distribution of speech acts within misinformation 

correction tweets 

Analysis of attempts to correct misinformation in social 

media: Table 3 shows the LIWC categories that had a 

significant association with dissemination levels. LIWC 

analysis showed that the mean word count was the highest in 

high dissemination tweets as compared to medium or low 

dissemination tweets, which indicates that the tweets that 

contained more thorough explanations had higher influence as 

compared to other tweets. This difference was also statistically 

significant (<0.05). The words containing more than six letters 

(SixItr) had higher usage in low dissemination tweets than high 

or medium dissemination tweets which reflects that the more 

convoluted messages are, the more difficult they may be to 

understand. Additionally, the expression of more positive 
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emotions in the high dissemination tweets reflects the  

emphasis on perceived benefits, which may be a more 

successful correction strategy. The use of more inclusive 

personal/inclusive words (I, we, friend, drives, affiliation) in 

high dissemination correction tweets may indicate that using 

personal/inclusive information may resonate with others (via 

emotional proximity), making it a successful strategy. 

Table 3- Mean (SD) corrective tweets LIWC word counts 

among dissemination levels 

Category High Medium    Low H     p 

tone 34.3 

(35.7) 

26.8 (31.5) 29.5 

(33.5) 

6.6 0.036 

words/sent

ence 

29.5 

(12.1) 

28.7 (12.8) 25.2 

(12.4) 

28.6 <0.001 

words>6 

letters 

25.8 

(11.1) 

24.8 (12.2) 27.7 

(12.5) 

13.4 0.001 

dictionary 

words 

75.9 

(12.4) 

75.5 (13.7) 72.0 

(15.1) 

16.7 <0.001 

i 1.8 (3.8) 1.8 (3.4) 1.0 

(2.6) 

22.6 <0.001 

we 0.5 (1.6) 0.5 (1.7) 0.4 

(1.4) 

8.8 0.013 

positive 

emotions 

2.4 (3.3) 1.9 (2.8) 2.2    

(4.0) 

6.0 0.049 

friend 0.4 (1.3) 0.2 (1.0) 0.1 

(0.8) 

15.5 <0.001 

drives 7.6 (5.8) 6.4 (5.3) 7.1 

(5.6) 

7.5 0.024 

affliation 2.1 (3.1) 1.6 (3.0) 1.6 

(3.0) 

10.1 0.006 

leisure 1.2 (2.5) 0.9 (2.1) 1.1 

(2.6) 

6.1 0.046 

Table 4- Mean (SD) corrective vs. non-corrective tweets 

LIWC word counts 

Category Corrective 

Non-

corrective 

 

H 

 

   p 

tone 30.1 (32.7) 36.5 (35) 43.9 <0.001

negative 

emotion 

3.7 (4.7) 2.6 (3.8)  62.4  <0.001 

anger 1.6 (3.2) 1.1 (2.5) 19.8 <0.001

dictionary 

words 

74.4 (14) 70.9 (14) 62.7 <0.001 

authentic 26.9 (29.7) 24.3 (29.8) 19.7 <0.001

analytic 60.7 (32.6) 72.4 (29.0) 118.7  <0.001

reward 

compare 

1 (2.1) 

1.6 (2.9)  

1.2 (2.5) 

2.0 (3.4) 

6.0 

5.6  

<0.001 

<0.001

negate 3.6 (4.5) 1.6 (3.3) 250.2  <0.001

differ 4.3 (4.7) 2.6 (3.7) 122.8 <0.001

insights 2.4 (3.4) 1.8 (3.0) 42.6 <0.001

social 8.7 (6.9) 7.6 (6.7) 23 <0.001

 

Table 4 shows the LIWC categories that had a significant 

association to corrective (n=1204) vs. non-corrective tweets 

(n=2498). In the corrective tweets, the less expression of LIWC 

word categories such as analytic, reward, and compare may 

reflect areas of improvement (increasing objectivity or 

confidence or assertiveness or emphasizing benefits or 

elaborate more on reasoning-why is it better to change 

behavior?) when addressing/correcting misinformation. In 

terms of LIWC categories such as dictionary words and 

authenticity, corrective information may be more articulate and 

trustworthy, whereas non-corrective tweets may have been 

impacted by misinformation. Higher mean values for tone, 

negative emotion, and anger in corrective tweets may reflect 

frustration provoked by misinformation dissemination. The 

differences in LIWC categories such as negate, insights, and 

differ may reflect differences in expression of corrective 

measures focusing on contradicting misinformation (negate, 

differ) and emphasizing risks and insights (think, know) about 

present events/actions (present focus). LIWC category of social 

may reflect differences in expression of implications or effects 

of actions or events, indicating that corrective information 

emphasizes community-level trends and impacts. 

Our work is not without limitations. Since the distribution of 

speech acts was not balanced in our manually coded dataset, we 

included only the top five most prevalent speech act classes in 

fine-tuning the deep learning model. This led to the omission of 

other speech act classes during the classification of the 

corrective misinformation Twitter dataset. It is essential  

to look at all the speech act classes within the corrective 

misinformation dataset to have a comprehensive understanding 

of how individuals take a stance against misinformation. In our 

future work, we will focus on increasing our manual coding 

efforts and adding additional features in the language models to 

improve the performance of the intent classification task. Given 

the retrospective organizational review policies [25], several 

tweets were not retrieved when the dataset was hydrated (e.g., 

deleted tweets, account suspensions). However, the subset of 

tweets analyzed in this study were selected at random, 

mitigating the impact of these limitations. Other challenges that 

limit the use of Twitter for data collection include restrictions 

on the number of requests that can be made to the Twitter API, 

limited representativeness of the internet users, fictitious 

accounts, costs involved in obtaining Twitter data, privacy and 

ethical issues, etc. [26].  

Conclusions 

Health misinformation circulates in social media and continues 

to affect the ways in which individuals perceive the health 

consequences of these behaviors, even though several of these 

misleading claims have been refuted by global, national, and 

local public health agencies and scientific associations. 

However, inter- and intra-individual processes that facilitate the 

correction or spread of such misleading information are not 

well understood. Our work leverages qualitative coding and 

deep learning frameworks, coupled with linguistic inquiry, to 

describe cognitive mechanisms and social processes that inform 

and shape individuals’ efforts to resist misinformation spread 

and to model human-misinformation interaction dynamics. 

Significant differences in linguistic variances between 

dissemination levels of corrective tweets allow us to identify 

active ingredients that are imperative to deliver and disseminate 

persuasive health messaging. Ultimately, such understanding 

will allow us to formulate responsive educational interventions 

that enable individuals to identify and correct misinformation 

and prevent its spread in online social media. 
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