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Abstract 

As Twitter emerged as an important data source for pharma-
covigilance, heterogeneous data veracity becomes a major con-
cern for extracted adverse drug reactions (ADRs). Our objec-
tive is to categorize different levels of data veracity and explore 
linguistic features of tweets and Twitter variables as they may 
be used for automatic screening high-veracity tweets that con-
tain ADR-related information. We annotated a published Twit-
ter corpus with linguistic features from existing studies and 
clinical experts. Multinomial logistic regression models found 
that first-person pronouns, expressing negative sentiment, ADR 
and drug name being in the same sentence were significantly 
associated with higher levels of data veracity (p<0.05), using 
medical terminology and fewer indications were associated 
with good data veracity (p<0.05), less drug numbers were mar-
ginally associated with good data veracity (p=0.053). These 
findings suggest opportunities for developing machine learning 
models for automatic screening of ADR-related tweets using 
key linguistic features, Twitter variables, and association rules. 
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Introduction 

ADRs have been one of the leading causes of morbidity and 

mortality in the United States (US) and a significant cost driver, 

accounting for about USD 30.1 billion of annual health ex-

penditure [23]. The World Health Organization (WHO) defined 

the ADR as “a response to a drug which is noxious and unin-

tended, and which occurs at doses normally used in man for the 

prophylaxis, diagnosis, or therapy of disease, or for the modifi-

cations of physiological function” [24]. According to the Insti-

tute of Medicine, ADRs account for 7,000 deaths among 44,000 

to 98,000 deaths caused by medical errors annually [12]. The 

annual rate of deaths has increased from 1999 to 2006, which 

is 8 to 12 per 1,000 people [22]. Up to 12% of hospital admis-

sions were associated with ADRs, with higher rates in old pa-

tients [16]. Age and the number of medications are risk factors 

for ADRs in outpatients [25] as older people often need more 

medications due to coexisting chronic conditions, and incidents 

often occur post outpatient discharges, collectively suggesting 

the importance of collecting pharmacovigilance (PV) data from 

patients and health consumers when they are no longer moni-

tored by clinical systems. The notion of PV refers to the process 

of monitoring ADRs and other drug-related problems, which 

has been widely used to detect, assess, and understand ADRs.  

Over years, researchers have been seeking ways to improve PV 

and have identified problems limited by the data sources of PV. 

Traditional sources of data used for identifying ADRs include 

clinical trials, pharmaceutical industry reports, and spontaneous 

reporting systems (SRSs). Electronic health records (EHR) 

have also been used as a promising data source for PV in recent 

years. However, these data sources may be limited in terms of 

capturing the full spectrum of ADRs along the course of health 

care and social care. For example, clinical trials have limita-

tions in detecting rare ADRs because of typical short durations 

and small sample sizes. SRSs include information only from 

standardized reports and, therefore, suffer from under-reporting 

problems. It is also particularly challenging to acquire ADR 

data from hard-to-reach patients and health consumers who 

have experienced ADRs but have not interacted with any sector 

of the health care system [14].  

Social media is a viable data source for collecting ADRs re-

ported by patients and consumers, serving as an important sup-

plement for traditional PV [21]. Avery and colleagues sug-

gested that the types and adverse effects of drugs reported by 

patients are different from those reported by health care profes-

sionals and patient-reported data contain more details [2]. So-

cial media platforms, such as Twitter, are less costly to access 

and produce richer data abundance [6]. It was reported that so-

cial media data can be utilized for validating pre-existing ADRs 

as well as detecting signals of new or rare ADRs [8]. Abou 

Taam et al. examined ‘benfluorex’ related content on three so-

cial media websites and found various ADRs such as anxiety, 

anger, and valvulopathy [1]. Yang et al.’s analysis of social me-

dia content (e.g., MedHelp, PatientsLikeMe) and identified 

drug-ADR pairs, such as ‘Lansoprazole’ and ‘diarrhea’, ‘Pro-

zac’ and ‘depression’, and ‘Luvox’ and ‘heart disease’ [26]. 

Pierce et al. examined ten safety signals and found that 

‘dronedarone–vasculitis’ exhibited in social media prior to 

FDA signal detection, suggesting that social media listening 

could contribute to early detection of ADRs [20].  

Despite these advantages, uneven data veracity is becoming a 

major concern, yet systematic studies and clinically meaningful 
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guidelines to obtain high veracity of data is sparse. Among pilot 

studies, Hoang and colleagues measured data uncertainty and 

rarity for ADRs extracted from Twitter and proposed authentic-

ity and credibility as two root causes of poor data veracity [10]. 

Nguyen et al. evaluated trustworthiness to improve the accu-

racy of social media data [17]. Additionally, data veracity prob-

lems were reported to threaten the availability, confidentiality, 

and integrity of social media data, and data analyses [11]. 

Building on the existing literature, we summarized three obsta-

cles to good data veracity on ADR extracted from social media. 

First, most patients and health consumers are laypersons who 

tend to use their own terms in describing a health issue on social 

media, which often differ from terminologies that are validated 

and used by healthcare professionals such as the Unified Med-

ical Language System (UMLS) [4]. Second, social media users 

may not constantly provide credible information as compared 

to regulatory individual case safety reports (ICSR) provided by 

pharmaceutical and biotechnology companies [3]. Third, lay-

persons may not be able to correctly link an ADR to the corre-

sponding medication. They have difficulties in distinguishing 

ADRs from comorbidities or indications [9]. These obstacles 

significantly impede novel PV research using social media, yet 

the process of identifying different levels of data veracity is la-

bor-intensive because the task requires dissecting improvised 

social media posts in free text, often complicated by frequent 

typos, copy-forwarding, and context-dependent language.  

Natural language processing (NLP) methods have provided a 

feasible way to clean and prepare the textual social media data 

before being used for PV, including spelling correction, lem-

matization, lowercasing, annotation, etc. Using linguistic fea-

tures such as first-person pronoun (i.e., “I”, “me”, “my”) or 

URL could help improve the accuracy of extracting ADR-

related messages [7]. NLP also showed potentials to recognize, 

extract, and quantify subjective experiences from Twitter users, 

which is often denoted as sentiment analysis [15]. Despite the 

fast development of NLP approaches used for identifying ADR-

related tweets, linguistic features and methods tailored for data 

veracity of ADRs on social media are sparse.  

While there has been increasing attention devoted to the data 

veracity issue of ADR-related social media [10], no existing 

studies have systematically defined and characterized the data 

veracity of ADR-related social media data to be used for PV. 

We propose a viable approach for identifying different levels of 

data veracity for ADRs extracted from Twitter and compared 

levels of data veracity with different linguistic features and 

Twitter variables. We integrated existing Twitter variables and 

nuanced linguistic features extracted from Twitter posts to iden-

tify principal Twitter variables and linguistic features that con-

tribute to individual levels of ADR data veracity using multino-

mial logistic regression models. Linguistic features of Twitter 

posts are detected by employing an annotation protocol that is 

clinically plausible for screening ADR events. Anticipated out-

comes of this study hold promise to inform the future develop-

ment of a machine learning model that can automatically screen 

high-veracity ADRs detected from Twitter, which will greatly 

facilitate PV research using social media data. 

Materials and Methods  

Data Source 

The data were from a publicly available corpus of tweets con-

taining ADRs [7]. The corpus consists of 10,822 tweets that 

were annotated with medications and indications.1,217 tweets 

contain at least one ADR. We retrieved all the available ADR 

tweets by Twitter IDs via the Twitter API implemented with 

Python in June of 2020. 766 tweets were no longer retrievable 

since the corpus was created in 2014 and some tweets or user 

profiles had been deleted by the time we collected the data. As 

a result, we retrieved 451 tweets labeled in the corpus as “con-

taining an ADR” for analyses. For validating drug-ADR pairs 

in the corpus, we used SIDER 4.1 database [13]. Drug-ADR 

pairs identified in the corpus were compared against the clini-

cally validated drug-ADR pairs documented in SIDER 4.1. 

Annotation 

Two clinical experts (AE and TL) performed an annotation task 

to identify levels of data veracity as well as ten critical linguistic 

features from the tweets. They have received proper training in 

pharmacology and ADR-related work from medical schools. 

The operational definition of ADR is “an undesired effect of the 

drug experienced by the patient” and an indication as “the sign, 

symptom, syndrome, or disease that is the reason or the purpose 

for the patient taking the drug or is the desired primary effect of 

the drug” [19]. Based on the key linguistic features used in prior 

studies for identifying ADRs on Twitter, clinical experts devel-

oped a protocol for the annotation (Figure 1). Each expert fol-

lowed this protocol and independently performed the annota-

tion task. The interrater reliability was measured by Cohen’s 

Kappa Statistic using data veracity level as representative meas-

urement. The calculated Kappa value is 0.80, indicating high 

agreement. Disagreement in annotations was resolved during 

the panel discussion. Below we summarized the key compo-

nents of the protocol including data veracity levels and key lin-

guistic features.  

Veracity Levels 

The data veracity of a tweet is defined in three levels including 

poor, moderate, and good data veracity. To be annotated as 

good data veracity, the tweets should (1) be correctly identified 

as an ADR tweet in the corpus, (2) not be a retweet, (3) contain 

no URL, (4) be the first-person experience, (5) explicitly state 

the drug name and corresponding ADRs, and (6) correctly in-

clude the indications if any. A tweet was classified as moderate 

data veracity when the tweet did not contain sufficient infor-

mation required for determining good data veracity. Specifi-

cally, moderate data veracity was identified when the expert 

was unable to decide whether the Twitter user reported an ADR 

they had experienced, or a single drug-ADR pair could not be 

identified. For example, tweets with moderate data veracity 

might contain a potential ADR that has been identified but was 

not listed in the SIDER database. Tweets with poor data verac-

ity could be expert views, advertisements, case reports, and 

tweets that contain URLs or indications that were mistakenly 

identified as ADRs. Table  is an operational classification sys-

tem for data veracity generated based on the annotation proto-

col (Figure 1).  

Key Linguistic Features 

� First-person, second-person, and third-person pro-

nouns to improve the accuracy of identification.[5; 

10] 

� Sentiments, as most ADR tweets are associated with 

negative sentiment.[5; 7; 10; 15; 18] 

� Mentions of drugs and ADRs in the same sentence. 

� The presences of ADRs per SIDER and Medical Dic-

tionary for Regulatory Activities (MedDRA). 

� The number of drugs.  

� The number of indications. 
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Multinomial Logistic Regression 

Multinomial logistic regression was applied to explore the ef-

fects of different indicative and contra-indicative factors of in-

terest on data veracity. We removed two variables before model 

selection: URL and retweet, since the extreme imbalance in the 

frequencies of values can lead to a quasi-complete separation 

of data. We used the Backward Selection method to select the 

final model. The likelihood ratio test was applied to compare 

the goodness of fit of the full model and the reduced models. 

Alternatively, we calculated the Akaike Information Criterion 

(AIC) to test the goodness of fit of the model. No obvious mul-

ticollinearity was observed, assessed by variance inflation fac-

tors (VIF), tolerance statistics, and eigenvalue and condition in-

dex. The analyses were performed via SAS 9.4. 

Results  

Among the 451 tweets, 36 (7.98%), 196 (43.46%), and 219 

(48.56%) tweets are in poor, moderate, and good data veracity, 

correspondingly. Compared with tweets of good and moderate 

data veracity, poor data veracity tweets were less likely to use 

the first-person pronoun (79.91%, 77.55%, and 41.67%, respec-

tively), more likely to use the second-person pronoun (6.85%, 

15.31%, and 16.67%), less likely to present drug and ADR in 

the same sentence (71.69%, 81.63%, and 44.44%), and less 

likely to use medical terminology for ADRs (34.70%, 14.80%, 

and 13.89%). Poor data veracity tweets contain more indica-

tions. Specifically, the percentage of tweets in poor data verac-

ity that contain one or more indications was 19.44%, compared 

with tweets in moderate data veracity (6.12%) and good data 

veracity (4.57%). The percentage of tweets in poor data verac-

ity that have no drug name mentioned was 16.67%, much 

higher than moderate (3.96%) and good data veracity (0.00%). 

Besides, tweets in poor data veracity were more likely to in-

clude more than one drug name than tweets in moderate and 

good data veracity (36.11%, 17.33%, and 13.24%). Equally, the 

percentage of tweets in poor data veracity containing only one 

drug name is the lowest across the three data veracity levels 

(47.22%, 78.71%, and 86.30%) (Table ). 

Holding other factors as constants, the odds ratio of using first-

person pronouns vs. not using first-person pronouns was 5.80 

for tweets in moderate vs. poor data veracity (p<0.001). The 

ratio increased to 7.89 when comparing good data veracity with 

poor data veracity (p<0.001). The odds of tweets in moderate 

and good data veracity that express negative sentiment were 

5.59 and 6.33 times, respectively, as that of tweets in poor data 

veracity (p<0.001 and p<0.001). Similarly, the odds of the pres-

ence of drug names and ADRs in the same sentence in tweets 

in good and moderate data veracity were 6.20 and 3.77 times, 

respectively, as that of tweets in poor data veracity (p<0.001 

and p=0.002). No significant difference was observed when we 

evaluated the effect of using second-person pronouns, the num-

ber of drugs, and the number of indications in tweets between 

different data veracity levels. However, the differences in the 

number of drugs and indications became significant at 0.1 and 

0.05 significance level when we only compared tweets in poor 

and good data veracity (p=0.053 and p=0.047). The odds ratio 

of tweets with good data veracity was multiplied by 0.50 for 

every one more drug mentioned in the tweets (p=0.053), and 

multiplied by 0.34 for every one more indication mentioned in 

the tweets (p=0.047) (Tables ). 

Table  - Tweets Characteristics by Data Veracity Levels 
 Data Veracity Level  

 Poor Moderate Good Total 
1st -person pronoun 

Yes 15 (41.67%) 152 (77.55%) 175 (79.91%) 342 

No 21 (58.33%) 44 (22.45%) 44 (20.09%) 109 

2nd -person pronoun  
Yes 6 (16.67%) 30 (15.31%) 15 (6.85%) 51 

No 30 (83.33%) 166 (84.69%) 204 (93.15%) 400 

Negative sentiment  
Yes 7 (19.44%) 114 (58.16%) 132 (60.27%) 253 

No 29 (80.56%) 82 (41.84%) 87 (39.73%) 198 

Drug and ADR in  
the same sentence 

Yes 16 (44.44%) 160 (81.63%) 157 (71.69%) 333 

No 20 (55.56%) 36 (18.37%) 62 (28.31%)  118 

Medical terminology  
Yes 5 (13.89%) 29 (14.80%) 76 (34.70%) 110 

No 31 (86.11%) 167 (85.20%) 143 (65.30%) 341 

N. of drugs  
0 6 (16.67%) 8 (3.96%) 0 (0.00%) 14 

1 17 (47.22%) 159 (78.71%) 189 (86.30%) 365 

2 12 (33.33%) 27 (13.37%) 27 (12.33%) 66 

Figure 1 – Annotation Flow Chart. 
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3 1 (2.78%) 8 (3.96%) 2 (0.91%) 11 

4 0 (0.00%) 0 (0.00%) 1 (0.46%) 1 

N. of indications  

0 29 (80.56%) 184 (93.88%) 209 (95.43%) 422 

1 7 (19.44%) 9 (4.59%) 9 (4.11%) 25 

2 0 (0.00%) 2 (1.02%) 1 (0.46%) 3 

3 0 (0.00%) 1 (0.51%) 0 (0.00%)  1 

Table  - Multinomial Logistic Regression for ADR Data Ve-
racity Levels by Tweets Characteristics 

     Maximum Likelihood Estimates Odds Ratio Esti-
mates 

   Data Veracity Level Data Veracity Level 

Poor 
(ref) 

Moderate Good Moderate Good 
Coeff. 
(SE) p  Coeff. 

(SE) p    

1st -person pronoun            

Yes - 1.76 

(0.44) 
0.000 

2.07 

(0.44) 
0.000 

5.80 

 (2.47, 

13.63) 

7.89  

(3.32, 

18.76) 
No (ref) - - - - - - - 

2nd person pronoun           

Yes - 0.21 

(0.56) 
0.709 

-0.62 

(0.60) 
0.298 

1.23 

 (0.41, 

3.71) 

0.54  

(0.17, 

1.73) 

No (ref) - - - - - - - 

Negative sentiment            

Yes - 1.72 

(0.47) 
0.000 

1.85 

(0.47) 
0.000 

5.59 

 (2.21, 

14.13) 

6.33  

(2.50, 

16.01) 

No (ref) - - - - - - - 

Drug and ADR  
in the same sentence           

Yes - 1.83 
(0.43) 

0.000 
1.33 

(0.43) 
0.002 

6.20  

(2.67, 
14.42) 

3.77 

 (1.64, 
8.70) 

No (ref) - - - - - - - 

Medical terminology           

Yes - 0.19 

(0.56) 
0.738 

1.37 

(0.55) 
0.012 

1.21  

(0.40, 

3.61) 

3.93  

(1.35, 

11.46) 

No (ref) - - - - - - - 

N. of drugs -0.41 

(0.35) 
0.240 

-0.69 

(0.36) 
0.053 

0.66 

 (0.33, 

1.32) 

0.50  

(0.25, 

1.01) 

N. of indica-
tions 

-0.67 

(0.48) 
0.166 

-1.08 

(0.55) 
0.047 

0.51 

 (0.20, 

1.32) 

0.34  

(0.12, 

0.99) 

Discussion 

Accurate identification and categorization of key linguistic fea-

tures in Twitter posts are critical for using patients- and health 

consumers-reported ADRs for PV research. We found several 

clues of improving data veracity during the progress of annota-

tion. First, drug names or keywords, when they are out of con-

text, become causes of poor data veracity. For example, “loz-

enge” was identified in the dataset as a drug, but it was never 

specified what active ingredients the lozenge contained. When 

“Nicotine” was identified as a drug with ADRs in tweets, the 

tweets were most discussing over smoking cessation and not the 

use of nicotine in a medically prescribed way. Tweets often 

contain mentions of recreational drugs (e.g., heroin), but such 

drugs and linked adverse reactions are out of the context of 

ADR. Second, linguistic features could be mistakenly catego-

rized since the information contained may be incomplete and 

limited due to the low text limits. For example, we found in-

stances of a comorbidity being identified as an ADR. Such 

cases would be more of a challenge since even medical experts 

might not be able to distinguish between comorbidity and ADR 

based on limited information. Another situation is that vague 

descriptions of ADRs (e.g., feeling sick, aching, etc.) cannot be 

mapped onto drug-ADR pairs in the SIDER database. The 

causes of insufficient information vary and could be better un-

derstood if we could tease out the medium level of data veracity 

further because tweets with insufficient information tend to be 

categorized into medium data veracity. Third, idiomatic lan-

guage and metaphors can also impede the correct recognition 

of linguistic features, leading to the difficulty in identifying ei-

ther the mention of ADRs or specific ADRs. For example, “it 

feels like my brain is melting …” can be a metaphor for drows-

iness, dizziness, sluggishness, and other possibilities. To pre-

cisely decipher the information in these tweets, analyzing lon-

gitudinal patterns and trends of tweets could be of great help. 

Fourth, NLP-based sentiment analysis can reveal the attitudes 

and feelings of the users who composed the Twitter posts. How-

ever, it lacks accuracy when modeling some special situations. 

For example, sentiment analysis may generate an opposite re-

sult of the true feeling when consumers use sarcasm in their 

messages, which also is a cause of low data veracity. Future 

NLP techniques should be focused on the pragmatics of the sen-

tence instead of semantics solely. Specifically, studies should 

pay specific attention to the logical conjunctions and take into 

account the temporal patterns and trends of semantics across 

tweets posted by the same users and generated at different 

times. 

Table . Summary of Key Linguistic Features 
Features Previous Studies Implications 

1st person  
pronoun 

Bian et al, 2012 

Ginn et al, 2014 
Lim et al, 2017 

Hoang et al, 2018 

The first-person pronoun helps de-
termine if the tweet regards “per-

sonal experiences”. 

Negative  
sentiment 

Bian et al, 2012 

Ginn et al, 2014 

Lim et al, 2017 

Hoang et al, 2018 

Nikfarjam et al, 2015 

Consumers tend to report ADRs 

with negative sentiment. 

Drug and 
ADR  

in the same 
sentence * 

N/A. 

The drug and the ADR are less 

likely to be a valid “pair” if they are 
not mentioned in the same sentence. 

Medical  
terminology* N/A. 

Consumers who use medical termi-

nologies tend to provide more relia-

ble information. 

N. of drugs * N/A. 

Increased number of different drugs 

makes it more difficult to identify 

valid drug-ADR pairs. 

N. of indica-
tions * N/A. 

Increased number of different indi-

cations make it more difficult to dis-

tinguish ADRs and indications. 

* No previous study examined. 

These identified linguistic features, Twitter variables, and asso-

ciation rules are key to identifying different data veracity, yet 

screening Twitter data in the real world is costly considering 

that Twitter data consist of more than 50 variables including the 

Twitter posts in free text and the high volume of dataset needed 

for PV research. To bridge this gap, our findings suggest great 

potentials for developing an efficient ML model to automati-

cally detect ADR tweets at different levels of data veracity. This 

model can greatly reduce human labor when used for Twitter 

data selection. Our findings shed light on a couple of key de-

signing components for developing ML models. First, the num-

bers of annotated drugs and indications could be used in the ML 

models as our statistical results showed that they are strong pre-

dictors for good data veracity tweets. Second, tweets with the 

first-person pronoun, the negative sentiment of ADR sentence, 

drug name and ADR name in the same sentence, mentions of 

the drug name, and no mention of the indication tend to be of 

good data veracity. Thus, these linguistic features should be in-

cluded in the ML models as well. Third, annotation of words 

and phrases using terminologies tailored for layperson’ lan-

guage (e.g., Consumer Health Vocabulary) could be a strict fil-

ter for tweets with low data veracity. Precise distinguishing be-

tween indications and ADRs is also important for ML models 

but is not fully addressed in this study.  

While we demonstrated a pathway to improving data veracity 

of ADRs, our study is subject to limitations. The dataset we 
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used is not longitudinal. We were unable to assess whether the 

user-deleted ADR tweets would have any systemic impact on 

data veracity. Follow-up studies should employ multi-source 

datasets for cross-validation. Despite limitations, our study is 

among the first that incorporated the rule-based logic flow gen-

erated by medical experts in defining and identifying data ve-

racity levels of ADR tweets, which has the potential of being 

generalized for other consumer-reported data. 

Conclusions 

Intricate linguistic features of Twitter posts and Twitter varia-

bles, when incorported with clinical domain knowledge, can be 

used to examine diverse data veracity of ADR-related tweets. 

Key linguistic features were found to be associated with spe-

cific data veracity levels including two reported features (1st 

person pronouns, negative sentiment) and four newly found 

features (drug and ADR in the same sentence, medical termi-

nology, number of drugs, number of indications). These find-

ings suggest that veracity of Twitter data could be further im-

proved if researchers consider using these influential linguistic 

features to screen ADR-related tweets before downstream anal-

ysis in PV research.   
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