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Abstract

With the development of clinical databases and the ubiquity of
EHRs, physicians and researchers alike have access to an
unprecedented amount of data. Complexity of the available
data has also increased since clinical reports are also includ-
ed and require frameworks with natural language processing
capabilities in order to process them and extract information
not found in other types of documents. In the following work
we implement a data processing pipeline performing pheno-
typing, disambiguation, negation and subject prediction on
such reports. We compare it to an existing solution routinely
used in a children’s hospital with special focus on genetic
diseases. We show that by replacing components based on
rules and pattern matching with components leveraging deep
learning models and fine-tuned word embeddings we obtain
performance improvements of 7%, 10% and 27% in terms of
F1 measure for each task. The solution we devised will help
build more reliable decision support systems.
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Introduction

The extraction of information from medical reports becomes
essential to allow a computational representation of patients.
Particularly in the context of genetic diseases and patients in
diagnostic errancy, automated phenotype extraction allows to
produce a fine-grained representation of patients, to facilitate
the stratification of those patients and to normalize patients’
EHR to apply clinical decision support system.

In order to improve the Necker Hospital data warehouse
framework (DrWarehouse [1]), we sought to produce a deep
learning-based method that would allow us to properly extract
phenotyping information from clinical reports. More precisely,
we aimed at denoising and qualifying phenotypes extracted by
a pattern-based method already used in DrWarehouse. We
focused on three aspects: shallow disambiguation, negation
and subject prediction. The disambiguation problem stems
from the fact that an expression may have different meanings
in different contexts, for example the French word ‘grippe’
might refer to a request a vaccine against the flu (i.e. a treat-
ment) or to the flu itself (i.e. a phenotype). Conflating the two
meanings would result in a misrepresentation of the concepts
related to the term ‘grippe’ in the analysed clinical reports and
may therefore impact the downstream tasks.

The negation problem on the other hand stems from the fact
that a (true) phenotype may be referred to in an clinical report
to assert its presence in a patient, or on the contrary to negate
it. Once again, conflating the two possibilities might result in
very different interpretations in the downstream analysis. Fi-
nally, the subject prediction problem amounts to discriminat-
ing mentions of observations that describe the patient (to
whom the report belongs) vs. mentions that describe members
of its family. The latter two problems can be referred to in the
literature as meta-annotation or attribute prediction [2], the
annotation of negation has been included in the creation of
corpora such as Bioscope [3] or Merlot [4].

High throughput phenotyping may cover and describe quite
different tasks. Part of the published solutions for phenotyping
focus on specific phenotypes of interest that can be predicted
using structured data and billing codes or clinical reports and
occurrences of phenotype related terms combined to classifi-
cation rules or neural networks [5]. Predicting said phenotype
of interest can later be used to constitute cohorts for further
studies of a given disease. This approach has been partly au-
tomated in Zhang et al. [6] by creating a pipeline adaptable to
any phenotype by leveraging chart-review-defined gold stand-
ard. Yang et al. [5] focuses on studying the influence of the
combination of word, sentence embedding and CNNs in spe-
cific phenotype classification performances.

Another set of solutions focus on extracting all the phenotypes
terms occurring in the clinical reports. This can be seen as
both more specific (it can be a step of aforementioned pipe-
lines) and more general (we do not focus on one phenotype of
interest). These descriptors can later be used for querying a
database for patients fitting a certain profile under investiga-
tion (when hypotheses and search for evidence underpinning
them are still being made) and without constraining the search
on previous assumptions or known cases. They can also be
used as a prerequisite to perform a phenome-wide association
study as noted in Robinson et al. [7]. This is the approach
adopted in DrWarehouse [1] or DeepPhe [8].

More generally, the phenotype mention problem also can be
seen as a special case of either Concept Extraction or Named
Entity Recognition tasks applied to phenotypes. The former
task has seen the development of a number of solutions lever-
aging existing medical thesauri to search for mentions of the
terms it contains in clinical notes or other documents, with the
optional use of shallow syntactic parsing and fuzzy matching,
e.g. cTakes [9] or QuickUMLS [10]. For the latter task a class
of methods based on corpus annotation and supervised learn-
ing have been successfully used in the biomedical context,
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such methods can leverage deep learning models such as
BiSTM-CRF [11]. These methods can benefit from use of
silver standard annotations and transfer learning to alleviate
the annotation burden as noted by Giorgi and Bader [12], who
use already existing annotation pipelines to produce such sil-
ver standard annotations or more recently in PhenoTagger
[13].

Our method adopts an effective approach based on leveraging
robust pattern-based search of phenotypic terms included in an
existing medical thesaurus (UMLS) and flexible machine
learning based attribute prediction on these terms. It is also a
method that has been applied to clinical reports redacted in
French, which share specific constraints with similar works on
other languages than English such as scarcer resources to lev-
erage, and the difficulty to adapt existing tools such as cTakes
as noted in Névéol et al. [14].

Methods

We relied on two datasets of 2222 and 900 clinical reports
annotated in two steps, first using an automated exact match
and pattern-based method to detect potential phenotypes, then
manually revising the annotations and augment them with
predefined attributes (i.e., negation, subject). To learn from
this dataset we relied on deep learning models atop fine-tuned
word embeddings.

Corpora

The corpora were made by sampling free-text Electronic
Health Records from the Necker’s Children hospital’s data-
base (containing 2,5.10° documents in total). The sampling of
the documents was stratified on the provider unit to ensure the
representativity of the corpus. A maximum of one document
per patient could be selected in the sample. The annotation
process was carried out by two experts who were tasked with
checking and enriching phenotype annotations made in an
automated fashion by an exact match and pattern-based meth-
od (as implemented in DrWarehouse [1]).

First, the preliminary automated annotation consisted in using
the French portion of the UMLS metathesaurus to get terms
belonging to 10 semantic groups (provided as part of the
UMLS hierarchy) deemed to relate to phenotypes [1]. Then,
using a brat annotation server [15] the experts had to report
both true and false positives (i.e. expressions matching a
UMLS phenotype term, that either did or did not correspond
to a phenotype in context) as well as indicating if the presence
of the phenotype was asserted or negated.

Given the scarcity of the family annotations it was decided to
constitute a separate enriched dataset for this specific task: the
collection of clinical reports from Necker’s children hospital
was searched for documents containing patterns suggesting
family related mentions using the method previously imple-
mented in DrWarehouse.

In every case, the quality of the annotations was evaluated by
having two annotators performing redundant annotations on a
subset of documents (n = 100 and n=60, respectively).

Annotation guidelines for phenotype disambiguation were
made of five major rules, accompanied by a set of specific
examples and terms, the five major rules where:

1. that the mention of detected term was a description of
the physical and / or mental state of the patient

2. that the mention was a qualitative statement (i.e., ex-
cluding measures requiring threshold interpretation).

3. That the extracted terms had the same meaning than its
mention in context

4. That the mention could describe a healthy state or a
pathological one

5. That the extracted text was self-sufficient in meaning

Annotation rules regarding negation and subject were more
succinct: Were flagged as negated mentions that appear in the
text to denote the absence of the characteristic or lack of ob-
servation it describes. Were flagged as patient the mentions
relating to the patient to which the clinical report belongs, and
as family the one relating to its family. As an additional rule, it
was decided that reports referring to a foetus were attributed to
it as a patient.

Table 1 - Upper half of the table: Count of occurrences of the
UMLS terms (and tokens) for each classification problem. In
parentheses the positive count corresponds to the positive
class (i.e., true phenotype, negated, patient mentions). When
two lines are available the first one corresponds to counts in
the test sets and the second one to full corpus counts (cf. main
text). Cohen’s Kappa is also reported.

Terms Term tokens

Task (positives) (positives) Kappa

Disamb. 6664 (5499) 10591 (8996) 0.81
12231 (10176) 19447 (16654)

Negation 7092 (1214) 11169 (1799) 0.92
13517 (2231) 20733 (3279)

Subject 5630 (4832) 8388 (6954) 0.95

Pre-Processing & UMLS terms search

Clinical reports were tokenized using Spacy (v2.3.2) French
model (fr_core news sm). Counts of tokens in Table 1 refer
to this tokenization process. UMLS terms were submitted to
the same tokenization procedure and a full-text search for
UMLS terms mentions was performed by aligning tokens of
the UMLS terms to tokens of the clinical report. All docu-
ments and terms were submitted to lower-casing and accents
removal based on a predefined dictionary.

Embeddings

A first set of embeddings was obtained using a skip gram
fastText model [16] set to produce vectors of size 300 and
trained with default parameters on a collection of 2.5 million
clinical reports from the Necker-Enfants Malades hospital.

A second set of embeddings was obtained by fine-tuning a
CamemBERT model [17] on the same set of clinical reports.
CamemBERT is itself a ROBERTA model trained on a large
French corpus of documents scrapped from the web. The test-
ed model produces vectors of size 768. Compared to fastText,
CamemBERT produces contextual embeddings that display
different vector representations for the same token depending
on the context it appears in. The tokenization itself relies on a
sentence piece tokenizer, aligning the sentence piece tokens to
spacy tokens was achieved by using the Flair library [18].
During the fine-tuning procedure full size reports were trun-
cated -if necessary- to the limit of 512 tokens. The procedure,
which took one week using three NVIDIA RTX2080Ti
graphics cards, was carried out using Huggin Face’s Trans-
formers library. At inference time we also relied on the Flair
library to overcome the limit of 512 tokens imposed by the
naive CamemBERT model.
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Table 2 - Performances of pattern based DrWarehouse (DrWH) compared to the classification provided by the selected word-

embeddings and deep learning models (DrWH+). The metrics are computed on 10 mutually exclusive test sets. Measures in boldface
are the highest nominal values.

Task Model Precision  Recall F1 NPV Specificity  Fln
Disambiguation DrWH 82.5+/-1.6 100 90.4 +/- 1.0 NR NR NR
DrWH+FT  97.1+/-12  982+/-0.7 97.6+-0.8  90.7+-4.1  86.1+/-58  88.3+-43
DrWH+CA  97.1+-15  97.9+-1.0 97.5+-09 89.5+/-51  86.4+/-62  87.8+-43
Negation DrWH 78.1+-40  93.0+-2.0 849+/-29  985+-05  94.6+-12  96.5+/-0.8
DrWH+FT  92.7+-2.1  95.0+/-2.7 93.8+-17 98.9+/-0.6 98.5+/-04  98.7+-0.4
DrWH+CA  93.0+/-2.8  963+/-18 94.6+-18  992+/-04  985+/-0.6 98.8+/-0.4
Subject DrWH 41.9+/-80  88.0+-71  565+/-82  97.6+-12  79.7+-2.5  87.8+/-1.8
DrWH+FT  84.0+/-84  78.6+/-9.8  80.5+-50 96.5+-18  97.3+-1.9  96.9+/-0.9
DrWH+CA  87.3+/-92  81.1+/-120 83.0+-59 969+-18 97.9+-1.6 97.4+-0.8
Models

The models we tested are recurrent neural networks (RNN) of
two types: either Gated Recurrent Units (GRU) [19] or Long
Short Term Memory (LSTM) [20]. Both are successful in the
context of Natural Language Processing although the former
is computationally simpler than the latter. Both also imple-
ment roughly the same principle, explicitly and selectively
controlling how hidden states are overwritten based on new
input and past states. Both models were trained with carefully
tuned parameters and using a weighting scheme based on
token labels (awarding more weight to the rarer class, based
on the ratio between class frequencies and a parameter con-
trolling how much the ratio is taken into account).

Training & Evaluation

We assessed the improvements brought by our models by
comparing them to a previous exact-match and pattern-based
extraction method, with respect to three problems: disambig-
uating between true and false phenotype mentions (disambig-
uation), stating if the mention was used to assert the presence
of the phenotype or to deny it (negation), and if the mention
can be attributed to the patient concerned by clinical report or
her/his family (subject).

The pattern-based methods are reimplementations in the py-
thon programming language of DrWarehouse clinical extrac-
tion procedures which are used routinely at Necker’s Chil-
dren hospital to process patients’ clinical reports.

The three problems were cast as a binary prediction problem
on each token, then predictions at the token level were
grouped at the entity level with a majority vote rule (i.e., if
most of the tokens of an entity were predicted to be part of
the positive class then the entity was considered to belong to
the positive class itself, to the negative class otherwise).

Training was done using various combinations of parameters,
including the size of the hidden layer of the RNN cells, drop-
out rates, number of hidden layers in the RNN, learning rate,
and negative vs positive class weighting scheme.

The evaluation of performances was done using 10 partitions
of the dataset in train / validation / test sets. The performance
measures are reported for the mutually exclusive test sets,
after selection of the parameters (and early stopping) on the
validation set (see Table 2). Reported metrics are precision,
recall, F1 (the harmonic mean of precision and recall with
equal weights), Negative Predictive Value (NPV), specificity,
and a measure we dubbed Fln: the harmonic mean of NPV
and specificity. For the phenotype and negation prediction
problems the test sets were taken from an earlier partition of
the corpora, when roughly half of the annotation was made,

hence the counts of terms and tokens are smaller when con-
sidering the test sets w.r.t. the full dataset.

Results

The proposed deep-learning based models improve over the
pattern method as can be seen in Table 2. For disambigua-
tion, negation and subject tasks the Fl-score is increased by
7, 9% and 24% respectively when comparing the DrWH pat-
tern method to the one including recurrent neural networks
atop FastText embeddings (DrWH+FT for short). Replacing
fastText embeddings by CamemBERT contextual embed-
dings (DrWH+CA) brings again an improvement in perfor-
mances for Negation and Subject classification tasks, but of a
smaller magnitude (bringing the total nominal improvements
to 10%, and 27% respectively).

Looking more in detail at the disambiguation problem we
may note that 17.5% of the terms the base matching method
detects are not actual phenotypes. We may also see that the
gain in F1 is made of a larger gain (15%) in precision and a
small loss (2%) in recall. It is important to recall that in the
disambiguation task, the positive class (phenotype rightfully
detected by the match method) is the dominant class (ratio 5
to 1), therefore the small loss in recall should be contrasted
with the fact that it allows us to correctly detect 86% of the
tokens wrongly assigned to the phenotype class by the pattern
method (specificity).

The negation prediction problem benefits in all respects from
the additional deep learning step, with all the performance
metrics being better with that step, but the most important
improvement is seen for the subject prediction problem with
an overall increase of 27 points in F1.

It is however also for that task that the deep learning models
seem to be struggling the most (reaching a lower nominal F1
value and displaying high variability across folds), indicating
that the problem may be the harder of the three and/or that
the size of the corpus may be a limiting factor. It is also inter-
esting to note that the pattern method performs better at the
recall level, but is much less successful at the precision level.

Indeed, the pattern-based methods rely on the co-occurrence
in syntagms of an exhaustive set of words that broadly refer
to family and the targeted phenotype mentions. So, while it
captures a great deal of mentions it is also subject to a frailty
induced by wrong sense attribution or wrong relation attribu-
tion. E.g., seen cases comprises the erroneous understanding
of the French word ‘fils’ as meaning son when it actually
refers to a surgical thread (same French spelling), or ‘mater-
nelle’ as the French adjective referring to a property of the
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mother when it is actually a reference to kindergarten (again
with the same spelling).

Discussion

With this work we improved an existing NLP phenotyping
pipeline for French clinical reports using deep learning mod-
els. The best model for each task is made available through
dockerized microservices that can be queried to augment
documents contained in the DrWarehouse database. In turn
the additional steps will allow for more precise information
retrieval for clinicians and researchers using the DrWare-
house database.

We also showed that on the tested prediction problems and
corpora, using a transformer-based contextual embedding
does improve measured performances (for two tasks, while
leaving performances relatively untouched for the third one).
This is consistent with several results in the NLP literature
although it should be noted that it is not always the case as in

[2].

For the subject prediction task, it was decided to assign clini-
cal reports mentioning a foetus and pregnancy to the foetus.
Although this was a decision consistent with the perceived
usage of clinical reports in our context (i.e., following mainly
the health of the foetus in a hospital dedicated to children’s
health), this poses clear limitations to the exploitation of
those reports. In ulterior versions of the datasets and models
we plan to add specific rules for that case, including a multi
referential view of the clinical report (both mother and foe-
tus/child as patients).

Another design choice was to annotate pre-detected terms in
order to limit the annotation burden. This implies that the
recall for phenotype detection is currently capped by the pat-
tern method which is used prior to the attribute prediction.

Future iterations of the system may instead include detection
using deep learning based NER. This would allow for robust-
ness against spelling mistakes, as well as exotic variations in
terms names not contained in the used lexicons. In turn such
a system would also have a greater need to perform term
normalization as in similar systems such as PhenoTagger
[13]. Other planned enhancements include the addition of
other attributes prediction (e.g., hypothesis, temporality) as
well as gene and mutation detection.

As the devised models were tested on documents originating
from one hospital, transferability across hospitals was not
tested. In order to limit the source bias, we took care of anno-
tating relatively large sets of documents, and sampling these
sets from a various array of sources among the ones at our
disposal. When sharing the models with other facilities, care
will be taken to quantify the extent of the possible bias.

Finally, it should also be noted that both inference and fine-
tuning times are greatly increased (roughly one order of mag-
nitude) when using transformer embeddings. Care should
therefore be taken to contrast gained performances with in-
creased requirements when considering the used embeddings.
In our case, two of the three models we selected for produc-
tion are using a CamemBERT embedding.

Conclusions

The presented work enhances the natural language processing
and information extraction capabilities of an information sys-
tem used routinely at a children’s hospital. It leverages in-

house developed corpora, deep learning models and word
embeddings to enhance phenotype extraction and contextual-
ization. We evaluated the performance improvements real-
ized to 7%, 10% and 27% of F1 measure respectively for the
three prediction tasks presented here (disambiguation, nega-
tion, subject).

The developed system which augments patients’ EHRs with
more precise information will contribute to better characteri-
zation of patients and provide a deeper understanding of their
commonalities. Further enhancements of the system will in-
clude augmenting contextualization by adding hypothesis and
temporality extraction, as well as gene and mutation detec-
tion. We also consider introducing deep-learning based NER
for the detection step coupled with further normalization.
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