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Abstract 

The CDISC Controlled Terminology (CT) defines the terms that 
may be used to represent clinical trial data in the CDISC stand-
ards. Despite its unique importance, there has been limited sys-
tematic examination of the coverage of this terminology. In this 
work, we performed an assessment of the completeness of 
CDISC CT’s coverage by comparing clinical outcomes for mul-
tiple sclerosis (MS) available in CDISC CT with two independ-
ent high-fidelity benchmarks: (1) 71 expert-selected outcomes 
catalogued by the National Institute of Neurological Disorders 
and Stroke (NINDS), and, (2) 66 common outcomes used in MS 
trials registered on ClinicalTrials.gov (CTG). We employed a 
semi-automated search and term-mapping process to identify 
possible CDISC equivalents to the benchmarks’ measures. We 
found that 55% of the NINDS outcomes and 52% of the CTG 
outcomes are absent from the CDISC Terminology, indicating 
a need for expanding the terminology to take into account other 
established standards and real-world practice. 
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Introduction 

The Clinical Data Interchange Standards Consortium (CDISC) 

publishes a suit of standards designed to facilitate the represen-

tation and exchange of clinical studies data. The CDISC stand-

ards include a set of foundational standards, most important of 

which is Study Data Tabulation Model (SDTM), intended spe-

cifically for representation of clinical trial data. At the core of 

CDISC standards lie the CDISC Controlled Terminology (CT). 

The terminology defines the terms, synonyms, and variable 

names that may appear in a CDISC dataset. The purpose of the 

terminology is to bring standardization and uniformity so that 

the same data elements and measures can be represented in con-

sistent, comparable ways across different studies.  

The CDISC standards have come to occupy a place of unique 

importance in the world of clinical trials due to being recom-

mended by both the United States Food and Drug Administra-

tion (FDA) as well as Japan’s Pharmaceuticals and Medical De-

vices Agency (PMDA). Yet, despite their unique importance, 

there has only been limited systematic examination in the liter-

ature of the limitations of these standards and the CT to provide 

standardized representation for clinical trial data. In this work, 

we aim at developing computational approaches to evaluate the 

coverage CDISC Terminology of the outcomes and endpoints 

of Multiple Sclerosis (MS).   

Methods 

For this evaluation we use two benchmarks of the relevant out-

come measures: (1) we use an automated pipeline [1] to collect 

outcomes used in ClinicalTrials.gov MS studies and take the 

most frequent individual-level measure, giving us a benchmark 

of 66 outcomes (2) We utilize the Common Data Elements Pro-

ject [2], from The National Institute for Neurological Disorders 

and Stroke (NINDS), where a set of 71 outcome measures for 

MS compiled by domain experts. Using these two benchmarks, 

we apply term mapping pipeline that indexes the CDISC Ter-

minology and allows us to efficiently identify the possible 

CDISC counterpart for a given outcome, if it exists. We further 

verify the correctness of the mapping by manual review.  

Benchmarks 

Benchmark 1:  Most Frequent Outcomes from ClinicalTri-
als.gov 

An automated pipeline was used to download 2,226 MS clinical 

trials from ClinicalTrials.gov, parse their content, and aggre-

gate the outcome measures used in those trials [1]. Using the 

output of this pipeline, manually reviewed the 100 most fre-

quent outcomes to group related outcomes and to include only 

individual level outcome measures (that means excluding pop-

ulation aggregate measures like “survival rate”. Such aggregate 

measures are not part of the CDISC terminology.) The result 

was a list of 66 measures. 

Benchmark 2:  NINDS’s Multiple Sclerosis Outcomes and 
Endpoints 

The National Institute of Neurological Disorders and Strokes 

has developed a comprehensive catalogue of Common Data El-

ements, including outcomes, for multiple sclerosis (among 

other diseases). Those data elements are readily organized by 

disease area and type on the NINDS website. For Multiple Scle-

rosis there are 71 outcomes and endpoints that we used as our 

second benchmark. 

Search and Mapping Pipeline 

We developed an automated CDISC mapping pipeline that 

searches through the CDISC terminology to identify the poten-

tial counterparts of an input term or data element. The pipeline 

uses CDISC Library API, described as “the single, trusted, au-

thoritative source of CDISC standards metadata”. The API pro-

vides the terminology packages in JSON format, providing a 

clear structure for the various parts (codelists, terms, synonyms, 

definitions) and allowing easy parsing and integration with the 

text processing and indexing. Overview of the steps in the pipe-

line is in Figure 1. 
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Figure 1 – CDISC Terminology Search & Mapping Pipeline 

After the all terms and definitions are parsed from the API’s 

JSON output, all the content is tokenized into words and used 

to create an inverted index where each token (word) is mapped 

to the list of Concept IDs that are relevant to this token. On top 

of the index, we implemented a matching and ranking mecha-

nism that takes the input outcome measure to be mapped, to-

kenizes it, uses the index to get all relevant records for each 

token, and then ranks the results based on the string overlap be-

tween the input and possible matches. In the case of no match, 

that result is indicated as well. 

Manual Verification of Mapping 

Given that the mapping pipeline described uses fuzzy search 

and candidate ranking to identify possible counterparts to a 

given input, it is necessary to manually verify the mapping re-

sults to exclude the possibility of a mapping error. For the cases 

where the pipeline identified CDISC terms that correspond to 

the input, the verification process simply involves checking that 

the predicted CDISC counterpart is indeed the counterpart to 

the input (in the few cases where that was not the case, the cor-

rect CDISC counterpart was simply the second or third search 

match in the ranking). For the outcomes where the pipeline 

found no corresponding CDISC concept, the verification pro-

cess involved manually checking the CDISC terminology files 

for outcome name or possible variations and abbreviations, to 

ensure that it is indeed missing as the pipeline results indicate. 

Results 

Table 1 – Quantifying CDISC Coverage of MS Outcomes 

 

 

We compiled the two benchmarks as described above and ap-

plied the CDISC search and mapping pipeline. After manually 

verifying the mapping results, we tabulated the outcome 

measures from both benchmarks. Table 1 provides an overview 

of the CDISC terminology’s coverage of outcomes from both 

benchmarks. Table 2 lists the 61 benchmark outcomes not 

found in the terminology 

Table 2 – MS Outcomes Missing from CDISC Terminology 

MS Outcome Measure missing from 
CDISC 

Source 

   Multiple Sclerosis Spasticity Scale 

(MSSS-88) 

   ICIQ-Lower Urinary Tract Symptoms 

Quality. of Life 

   MOS Modified Social Support Survey 

(MSSS) 

Multiple Sclerosis International Quality 

of Life Questionnaire (MusiQoL) 

Multiple Sclerosis Quality of Life Inven-

tory (MSQLI) 

Patient Reported Impact of Multiple Scle-

rosis (PRIMuS) 

 

Sexual Satisfaction Scale (SSS) 

Automated Neuropsychological Assess-

ment Metrics (ANAM)  

Beery-Buktenica Developmental Test of 

Visual-Motor Integration (Beery VMI) 

Brief Visuospatial Memory Test Revised 

(BVMT-R) 

California Verbal Learning Test - Chil-

dren (CVLT-C) 

California Verbal Learning Test - Second 

Edition (CVLT-II) 

Center for Epidemiologic Studies-De-

pression Scale (CES-D) 

Clinical Evaluation of Language Funda-

mentals - Fifth Edition (CELF-5) 

 

Conner's Continuous Perf. Test III 

 

Contingency Naming Test (CNT) 

Delis-Kaplan Executive Function System 

(D-KEFS) 

Expressive One-Word Picture Vocabu-

lary Test 

Nonverbal Selective Reminding Test 

(NVSRT) 

Stroop Test 

NINDS 

   

NINDS 

 

NINDS 

   

NINDS & CTG 

NINDS & CTG 

   

NINDS 

 

NINDS 

NINDS 

   

NINDS 

NINDS 

   

NINDS 

   

NINDS & CTG 

   

NINDS 

   

NINDS 

 

NINDS 

NINDS 

NINDS 

 

NINDS 

              

NINDS & CTG 

NINDS & CTG 

Outcomes 
Benchmark Outcome 

Covered  
in  
CDISC 

Missing 
from 
CDISC 

NINDS 71 32 (45%) 39 (55%) 

 

ClinicalTrials.gov 

 

66 

 

32 (48%) 

 

34 (52%) 

 

Outcomes in both 

benchmarks 

 

 

33 

 

21 (64%) 

 

12 (36%) 

Outcomes in either  

benchmark 

104 43 (41%) 61 (59%) 
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Test of Memory and Learning Revised 

(TOMAL-2) 

Wechsler Abbreviated Scale of Intelli-

gence (WASI) 

Wechsler Intelligence Scale for Children-

V (WISC-V) 

Wide Range Assessment of Memory and 

Learning, Second Edition (WRAML-2) 

Wisconsin Card Sorting Test (WCST) 

 

Woodcock-Johnson III Test  

Grooved Pegboard Test 

Modified Ashworth Scale for Grading 

Spasticity 

Scale for the Assessment and Rating of 

Ataxia 

Activities Specific Balance Confidence 

Scale (ABC-Scale) 

Barthel Index 

Berg Balance Scale (BBS) 

Fatigue Scale for Motor and Cognitive 

Functions 

Functional Independence Measure 

MOS Pain Effects Scale (PES) Compo-

nent of Multiple Sclerosis Quality of Life 

Inventory (MSQLI) 

Multiple Sclerosis Functional Composite  

PROMIS Fatigue Short Form 

PROMIS Pain Interference Short Form 

 

Short Form 12- Item Health Survey  

Time to First Relapse 

Brain Atrophy by MRI 

Dynamic Gait Index 

Box and Block Test 

Action Research Arm Test (ARAT) 

2-Minute Walk Test 

Patient Global Impression of Change 

(PGIC) 

Godin Leisure-Time Exercise Question-

naire (GLTEQ) 

Aerobic capacity 

NINDS 

   

NINDS 

   

NINDS 

   

NINDS   

   

NINDS 

NINDS 

NINDS 

NINDS & CTG 

   

NINDS 

   

NINDS 

NINDS   

NINDS & CTG 

NINDS & CTG 

                

NINDS & CTG 

NINDS 

   

NINDS & CTG 

NINDS & CTG 

NINDS & CTG 

   

NINDS 

                 CTG   

                  CTG 

CTG 

CTG 

CTG 

CTG 

                  CTG   

   

CTG 

CTG 

Manual Ability Measure-36 

Four Square Step Test 

Beck Depression Inventory 

 

Cardiorespiratory fitness 

Knee proprioception 

Functional Reach Test 

Modified Sensory Organization Test 

Upper Extremity Function 

Trunk Impairment Scale 

Motricity Index 

Brief International Cognitive Assessment 

for Multiple Sclerosis 

Central Activation Ratio 

10/36 Spatial Recall Test 
 

CTG 

CTG 

                  CTG 

                 CTG 

CTG 

CTG 

CTG 

CTG 

CTG 

CTG 

CTG 

CTG 

CTG 

Discussion 

Our findings show that the further development of the CDISC 

terminology requires better integration with the existing stand-

ards organization, as well as the incorporation of evidence-

based, data-driven approaches that can surface the outcome 

measures used in practice by analyzing publicly available rec-

ords. 

Main Result 

We see that, while the CDISC Terminology covers many of the 

important MS outcomes, there are still crucial outcome 

measures that are missing. Notably, the Berg Balance Scale is 

not included in any CDISC Terminology Package despite it be-

ing one of the NINDS outcomes and among the 10 most fre-

quent outcomes in MS studies, in addition to being relevant to 

many disease areas beyond MS. Other established measures 

that are missing include California Verbal Learning Test, and 

MS International Quality of Life Questionnaire. There are gaps 

pertaining to classes of outcomes, such as spasticity measures. 

Neither the Multiple Sclerosis Spasticity Scale nor The Modi-
fied Ashworth Scale for Grading Spasticity (both NINDS-

catalogued) is included. During our verification process, we 

found that the word “spasticity” does not appear at all in any 

CDISC terminology code list or descriptions, indicating no 

measures included for it at all. A similar gap exists with regards 

to Ataxia measures. The effect of those gaps is that a study with 

any of these outcome measures would need to use ad-hoc vari-

able names for the representation of that data, thus preventing 

the possibility of systemic, inter-study analysis and compari-

son. 

Overall, the coverage of CDISC Terminology can be described 

as uneven. It appears from this analysis that the further devel-

opment of the CDISC terminology would benefit from taking 

into account the CDE curation work done by scientific organi-

zations like the NINDS, and would further benefit from incor-

porating an evidence-based data-driven approach that discovers 

the outcomes used in practice by analyzing available trial data. 
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Comparison with Previous Work 

In our survey of the literature we have found only three previ-

ous works that involved a critical examination of CDISC stand-

ards or terminology. Of the three works, Ranallo et al. [3] is 

somewhat similar to this work in that it focuses on evaluating 

the Terminology coverage of a class of outcomes. They found 

most of the elements they considered to be missing from the 

CDISC Terminology’s QS package that they examined. In ad-

dition to differences in the areas of interest, and the terminolo-

gies covered (their work also looked at the coverage in LOINC 

and SNOMED), there are important methodological differ-

ences: Ranallo et al. focused on a specific class of Outcome 

measures: Psychological Assessment Instruments, while this 

work considers all outcome measures for a disease-area. Sec-

ondly, the benchmark used in Ranallo et al. consisted of expert-

selected instruments, while we measure against two bench-

marks, and we use computational methods to identify common 

outcomes in practice to use as a benchmark. Lastly, their ap-

proach involves manual search and mapping, while we describe 

a specialized search and mapping pipeline, with manual verifi-

cation for quality assurance. This automated approach facili-

tates casting a wider net in the search and mapping to include 

multiple CDISC CT packages (SDTM, CDASH, QS).  

Garza et al. [5] also considered the question of data elements 

coverage in various standards, including CDISC’s SDTM. 

However, their focus was not on terminology coverage of out-

come measures, but rather on how well various data models 

could represent longitudinal community registry Electronic 

Health Records. Most of those data elements were in the do-

mains of demographics (contact info, medical history, social 

history, allergies, etc.) and medical encounters (diagnosis, hos-

pitalization, etc.).  

Huser et al. [4] also involved a critical look at CDISC limita-

tions. However, their focus was on the data exchange standard 

of the CDISC, Operational Data Model (ODM), not on any of 

the foundational standards or terminology. Additionally, they 

used a single clinical study and examined ODM’s capacity to 

represent the protocol elements, metadata elements, and the 

study’s Case Report Forms throughout that study’s life cycle. 

That analysis did not include an examination of the Controlled 

Terminology or outcome measures.  

The work we present here also utilizes ClinicalTrials.gov as a 

source for the evidence-based benchmark we use in our evalu-

ation. We believe this is the first work that utilizes CTG data as 

a benchmark to evaluate a terminology’s completeness. How-

ever, data from ClinicalTrials.gov (CTG) has found a variety of 

innovative uses in the medical informatics research. For exam-

ple, Anderson et al. used CTG data to study level of compliance 

with result reporting requirements [6]. Bourgeois et al. used 

CTG data to compare industry-funded to non-industry-funded 

trials in terms of the likelihood of reporting positive outcomes 

[7], while Hartung et al. investigated the discrepancies between 

results submitted to CTG’s results database and those published 

in peer reviewed journals [8]. With regards to outcomes and 

other common data elements (CDEs), Huser et al. examined the 

use of CDEs in real datasets and showed how the CDEs identi-

fied change by changing the threshold of commonness [9, 10]. 

Vodicka et al. analyzed the proportion and characteristics of 

CTG trials that included patient reported outcomes [11]. Luo et 

al. proposed a semi-automatic approach for identifying inclu-

sion criteria CDEs [12]. This work differs in its focus on the 

outcome and endpoints part of the clinical trial data, and the use 

of those outcome measures to evaluate coverage of a controlled 

terminology.  

Conclusions 

We used a semi-automated term mapping pipeline to critically 

evaluate the coverage of CDISC Controlled Terminology with 

respect to Multiple Sclerosis outcomes. As benchmarks, we 

used outcome measures catalogued by NINDS as well as the 

outcome measures frequent on MS trials registered on Clinical-

Trials.gov. Our evaluation found that over half of the bench-

mark outcomes are absent from the CDISC terminology. This 

means that the CDISC standards cannot represent those 

measures in a standardized uniform way that is comparable 

across studies, and that studies using the CDISC standards will 

have to resort to ad-hoc terms and variable names to represent 

those data elements. Thus, undermining one of the main goals 

of a controlled terminology. As such, we believe that further 

development of the CDISC terminology would benefit from 

taking into account other standardization efforts, and from in-

corporating data-driven evidence-based methods that could 

identify outcomes common in practice. 
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