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Abstract 

Health research increasingly requires effective ways to identify 

existing datasets and assess their suitability for research. We 

sought to test whether researchers could use an existing 

metadata catalogue to assess the suitability of datasets for 

addressing specified research questions. Five datasets were 

described in the National Institute for Health Research Health 

Informatics Collaborative metadata catalogue, and for each 

dataset five associated research questions were formulated, 

some of which were answerable with the dataset while others 

were not. Thirteen researchers each assessed whether the ten 

questions associated with two randomly selected datasets were 

answerable with the described datasets. After removing 

instances where participants misunderstood the question or 

lacked subject matter knowledge to make the assessment, we 

found that 87 out of 109 assessments (80%) were correct. 

Participants particularly struggled with one dataset which 

consisted of EHR data. The most common reason for incorrect 

assessments was the inability to find the relevant information in 

the metadata catalogue. 
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Introduction 

Health research increasingly requires effective ways to identify 

existing datasets and assess their suitability for addressing 

prevailing research questions. However, health data ecosystems 

tend to prevent data reuse, leading to duplication and 

inefficiency [1]. Reusability is impeded not by lack of data but 

by bottlenecks in data management and stewardship [2]. Even 

if researchers know that a particular dataset exists, they will 

often not know which information is captured by that dataset 

precisely, and hence will not know whether it could be used to 

answer their research question. Often this leads to the decision 

to prospectively collect data where analysing existing data 

would have been quicker and less resource-intensive.  

Metadata catalogues are increasingly recognised as a possible 

solution for this problem [2–5]. Metadata catalogues enable 

researchers to browse and search high-level information about 

health datasets without having to spend time and resources for 

accessing these datasets – in a similar way as PubMed provides 

access to high-level information about scientific publications 

without having to access the expensive full texts. Ideally, this 

information can then be used to assess which dataset could be 

used to answer a given research question, thus creating a fast 

and efficient process for reusing existing health data. However, 

metadata are not always perfect, and incorrect assessments of 

such information could lead to wasted time accessing 

unsuitable datasets, or missing out on datasets that are suitable 

for answering the given research question(s). 

The Health Informatics Collaborative (HIC) metadata 

catalogue tool was funded by the UK National Institute for 

Health Research (NIHR)[6]. It was the basis for the UK’s 

Health Data Finder, the Health Data Research Innovation 

Gateway [7,8], and the National Health Service Data Model and 

Dictionary for England [9]. The tool enables data custodians to 

describe datasets by creating metadata models, which 

researchers can inspect to assess the suitability of datasets for 

their research. The objective of this study was to test whether 

the HIC metadata catalogue can successfully facilitate these 

assessments. Specifically, we aimed to assess whether 

independent researchers could assess with high accuracy, via 

the HIC metadata catalogue, whether given datasets were 

suitable for answering a range of pre-specified research 

questions. 
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Table 1 - Datasets that were described in the metadata catalogue and tested in this study 

Dataset Inclusion Criteria Population 

size 

Data fields Study 

period 

Lupus 

Extended 

Autoimmune 

Phenotype 

cohort study 

[10] 

Patients with undifferentiated 

connective tissue disease from Greater 

Manchester 

500 Patient demographics, medical history, 

diagnosis date, manifestations of the 

disease, questionnaire answers: disease 

manifestations and general wellbeing.  

Data 

collected 

in 2013  

Salford 

Integrated 

Record [11] 

Salford residents registered at general 

practices 

>250,000 Primary care electronic health record 

(EHR): diagnoses, laboratory test results, 

medication prescriptions, symptoms, 

procedures, referrals.  

2008 

onwards 

Salford 

Kidney Study 

[12] 

Patients referred to a tertiary renal 

centre with eGFR< 60 mL/min/1.73m2 

and not requiring immediate renal 

replacement therapy 

3,060 Demographics, comorbidities, laboratory 

test results, self-reported cerebrovascular 

and cardiovascular events, and mortality. 

2002 to 

2018 

Imaging 

studies [13,14] 

Participants of studies “STOpFrac: 

Software Tool for Opportunistic 

diagnosis of vertebral Fractures” and 

“An Automated Tool to Identify 

Vertebral Fractures in Various Imaging 

Modalities” 

25 Information relating to clinical images of 

the spine: technical information about the 

device used and the pixels within the 

image, as well as patient demographics. 

2013 

onwards 

Tissue & 

blood sample  

Fictitious dataset representing typical 

blood/tissue samples for a 

musculoskeletal clinical research study.

N/A Information about the handling, storage, 

and analysis of nine sample types, 

including cells, DNA, serum, and tissue.

N/A 

Methods 

Study design 

A prospective, laboratory-based study was conducted at the 

University of Manchester.  

Creating and entering metadata into the catalogue 

This study used five patient-level datasets (described in 

Table 1), which cover a range of health research scenarios. Two 

datasets (the Lupus Extended Autoimmune Phenotype cohort 

study [10] and the Salford Kidney Study [12]) stem from 

clinical cohort studies where a set of predefined clinical 

measures was collected at specified follow-up times. One 

dataset, the Salford Integrated Record [11], contained 

transactional data from electronic health records. The final two 

datasets were obtained through clinical imaging or by analysing 

samples from tissue and blood. 

For each dataset, we worked with the data custodian who was 

involved in the data collection, to create metadata and populate 

the catalogue. To create a uniform set of metadata models, we 

subsequently reviewed all five metadata models, documenting 

major differences, and agreeing on actions to resolve them. The 

metadata models describe how and why each dataset was 

collected, along with data types and descriptive information 

(such as value range) for each data field. 

Designing research questions 

We formulated at least five research questions for each dataset. 

Working with the relevant data custodian for each dataset, we 

established whether each question was answerable (yes or no) 

and ensured that this was unambiguous. In making this 

assessment, the data custodian used their knowledge and 

experience of the dataset, and not just the information captured 

in the metadata catalogue. 

The clarity of each question was assessed by a member of the 

study team that was not involved in the question formulation, 

and their feedback was used to re-word the questions. The re-

worded questions then had their complexity assessed by three 

independent University of Manchester researchers with 

experience in health research, who were not part of the study 

team. Any questions that were considered ambiguous, too 

complex, or too simple compared to the other questions, were 

removed. The result was a set of five questions per dataset. 

Participant recruitment 

Participants were recruited from the Faculty of Biology, 

Medicine and Health at the University of Manchester. We 

recruited participants by placing online advertisements in 

Faculty newsletters, inviting PhD students, postdocs, research 

fellows, and academic staff with at least three months of 

experience of working with health research datasets to 

participate in the study. To take part in the study, participants 

visited our lab. 

Study process 

Two datasets were randomly assigned to each participant. We 

ensured that the participant had not worked with those datasets 

in their research. Using a laptop to browse the metadata 

catalogue, the participant assessed five research questions for 

both datasets, deciding which questions they thought were 

answerable. 

If the participant answered ‘Yes’, they were asked to provide 

the necessary data fields to answer the research question. If they 

answered ‘No’, they were asked for a justification. A correct 

justification, or the correct data fields, was required alongside a 

correct answer. This reduced the chance of achieving a correct 

answer by guessing. Finally, the participant provided feedback 

on their experience using the catalogue.  

To understand the likely reason behind each incorrect 

assessment, six categories were developed. Two authors (GT 

and RW) independently assigned each incorrect assessment to 

a category, based on the answer and justification provided. 

Most assessments were assigned to the same category by both 

authors. Where disagreements occurred, another author (NP) 

adjudicated and decided the most suitable category (Table 2). 
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Outcome measures 

Our outcome measure was the proportion of correct 

assessments out of all assessments made. This was established 

by comparing each assessment against the correct answer 

determined by the study team together with the data custodians. 

Sample size 

Metadata catalogues can describe tens or hundreds of different 

datasets. We therefore aimed to assess whether our metadata 

catalogue provided sufficient information to assess datasets 

with high accuracy, corresponding to a success rate of at least 

90%. Hence the study was powered to detect a significant non-

inferiority from a 90% success rate with the 95% confidence 

interval having width no more than 10%. Exact confidence 

intervals were used. For a superiority approach (is the success 

rate over 90% at a 95% confidence level?) this yields a 

minimum sample size of 36 (success rate = 1, width = 0.097, 

95% lower bound = 0.903, alpha = 0.05) per question. 

Since we asked 5 questions per dataset (reducing sample size 

by a factor of 5), there are 5 datasets in total (increasing sample 

size by a factor of 5), and each participant was asked to consider 

at least two datasets (reducing sample size by a factor of 2), the 

target sample size was 36*(5*(1/5)*(1/2)) = 18 participants. 

Ethics 

In line with University guidelines, this study was reviewed by 

the Research Ethics Signatory for the Division of Informatics, 

Imaging and Data Sciences. It was deemed exempt from 

requiring an ethical review because it was service evaluation by 

professionals in their professional capacity [15].   

Results 

In total, 13 participants were recruited, with roles varying from 

PhD students to clinical lecturers. 11 participants (85%) held a 

PhD or MSc Degree as their highest qualification. Seven 

participants (54%) had at least five years, and 11 (85%) had at 

least two years, of experience in health research. 

Table 2 - Incorrect assessment categories 

Category N 

Unable to find information 13 

Correct reason but incorrect answer 5 

Incorrect field chosen 4 

N/A: Not enough information provided 4 

Misunderstood research question 12 

Lack of knowledge 5 

 

From a total of 130 assessments, 87 were correct, meaning that 

the participant answered yes or no correctly and named the 

correct data fields or an acceptable justification for this 

assessment. The 43 incorrect assessments are categorised in 

Table 2.  

Three of the categories (‘Misunderstood’, ‘Lack of 

Knowledge’, and ‘N/A’) were excluded from analysis for 

failing to replicate a real-life research scenario. In these cases, 

the incorrect assessments seemed to be due to the individual’s 

lack of subject matter knowledge or misunderstanding of the 

question, rather than due to interaction with the catalogue. This 

resulted in 87 correct assessments out of 109.  

Table 3 contains a breakdown of these assessment outcomes 

across the five datasets. Inaccurate assessments were balanced 

between false positives (believing that a research question was 

answerable where in fact it was not; 11 instances) and false 

negatives (believing that a research question was not 

answerable where in fact it was; also 11 instances). 

Table 3 - Assessment outcomes across the five datasets. A 

false positive represents an inaccurate assessment of a 

research question as answerable. A false negative represents 

an inaccurate assessment of a question as unanswerable. 

Correct 
False 

positive 

False 

negative 

Lupus Extended 

Autoimmune 

Phenotype cohort 

study

20 0 3 

Salford Integrated 

Record 
12 5 3 

Salford Kidney Study 15 2 0 

Imaging studies 22 1 2 

Tissue & blood 

sample  
18 3 3 

 

Dividing the number of correct assessments by the total number 

of assessments after the exclusions yields a success rate of 80% 

(95% confidence interval: 72% to 87%). Given that the desired 

result (90%) was not within the 95% confidence range, it was 

assumed that the success rate would not be met by recruiting 

five more participants to reach the target of 18 participants.  

The average time taken to assess a dataset’s suitability for five 

research questions was 15.3 minutes. The variation in 

assessment accuracy between the five datasets was found to be 

insignificant. However, a post-hoc test comparing the Salford 

Integrated Record against the other four datasets found a 

significant difference (X2 = 4.56, df = 4, N = 109, p = .03). The 

variation between individual participants was also significant 

(X2 = 27.20, df = 12, N = 109, p = .0.01) Number of years’ 

experience in health research was not associated with 

assessment accuracy. 

In a sensitivity analysis we did not exclude the assessments 

categorised as ‘N/A’, ‘Misunderstood’ or ‘Lack of knowledge’, 

and found a success rate of 67% (95% CI 59% to 75%). 

Feedback 

At the end of each study session, participants were asked to 

provide general feedback on the catalogue. The most common 

suggestion was to add extra detail in field names and 

descriptions. Secondly, participants highlighted the inefficient 

search function, suggesting improvements to its predictive 

capability. Thirdly, the catalogue was difficult to use initially 

but became easier to use over time. Participants suggested a 

user manual for first-time users. Positive comments included 

the tool’s ease of navigation and intuitive folder structures.  

Discussion 

This study investigated whether researchers could use a 

metadata catalogue to assess the suitability of given datasets to 

answer given research questions. Participants made correct 
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assessments in 80% of cases, which failed to meet our pre-

defined success rate (90%).  

To the best of our knowledge, this is the first study that tests 

whether researchers can make accurate assessments on the 

utility of health datasets using a metadata catalogue. Dixit and 

colleagues have previously conducted a usability assessment of 

DataMed, a catalogue that collates machine-generated metadata 

[16]. Similar to what was found in that study, several of our 

participants mentioned the inefficiency of searching for specific 

terms within the catalogue [16]. This highlights the need for 

metadata catalogues to implement good search functionalities. 

On average, three minutes were spent per assessment. 

Participants spent significantly less time on their second 

attempt compared to their first. This may be due to the different 

datasets involved, but the fact that the trend is seen across the 

participants suggests an increased familiarity with the catalogue 

after their first attempt. As suggested in the feedback, a manual 

for first time users could further reduce the assessment time, 

and potentially improve researchers’ interest in the catalogue 

[5]. 

Our analysis revealed a significantly lower assessment 

accuracy for metadata related to EHR data. This kind of data, 

collected for direct care rather than research, has a more 

complex structure with many more tables and data fields than 

typical research cohort datasets.  

Various studies have mapped disparate sets of metadata to a 

common metadata model [3,4,16–18]. However, our study 

revealed that more complex datasets (such as the EHR data) 

were more difficult to describe, thus highlighting the fact that 

enforcing consistency between metadata that differs in 

structure, detail, and complexity is not trivial.  

Limitations 

Although each of them assessed ten research questions, the 

small number of participants was a limitation of this study. 

For pragmatic reasons, we only used one type of metadata 

catalogue software in this study. The findings might have been 

different if other software had been used. But this seems 

unlikely as all these tools operate in the same way.  

The metadata created for each dataset provided information on 

data schema and data types but lacked information on data 

quality and completeness. In a real-world setting, data quality 

and completeness would also influence the feasibility of 

answering specific research questions, but this was not 

considered in our study. 

Participants and datasets were re-used several times, which may 

have led to clustering of results. Re-using datasets and 

participants in this way was essential given resource 

limitations. Clustering was considered by analysing the 

variance between datasets and participants, which was 

detectable in both cases but not enough to alter conclusions.  

Unanswered questions and future research 

Research is often carried out in a multi-disciplinary team, so 

future research should test the catalogue tool with groups of 

researchers rather than individuals. 

The metadata were created manually. Future studies could 

compare participant assessments using manual versus 

automatically generated metadata. 

Finally, if the metadata were developed to include more specific 

information about data fields, such as completeness, it would 

be useful to test how this affects assessment accuracy. 

Conclusion 

A metadata catalogue of health research datasets, that was 

constructed manually in collaboration with data custodians, 

provided insufficient information for experienced health 

researchers to assess with high accuracy whether these datasets 

could be used to answer given research questions. Participants 

made correct assessments on the feasibility of answering 

research questions in 67% to 80% of cases. They particularly 

struggled to assess the suitability of EHR data for answering 

given research questions. The most common reason for 

incorrect assessments was the inability to find the relevant 

information in the metadata catalogue. 

Data Sharing 

The research questions and participant results are available via 

figshare [19]. 
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