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Abstract. Data sharing among different entities in the healthcare domain has 

become an increasingly common practice, where each entity would most likely want 
to prevent indirect data disclosure via inference channels. The Local Distortion 

Hiding (LDH) algorithm has been developed to protect sensitive decision tree (DT) 

rules, which are chosen not to be disclosed when DT construction techniques are 
applied to the data. This article presents eight experiments using a Java-based 

prototype that implements the LDH algorithm in a diabetes data set. Our 

experiments test the ability of the LDH algorithm in two ways, firstly in inference 
control and secondly in maintaining the structure and the performance metrics of the 

resulting DT. Our experiments on hiding eight terminal nodes in a diabetes data set 

using a Java-based prototype that implements the LDH algorithm, yield satisfactory 
results. 

Keywords. Inference control; data security; privacy-preserving; machine learning 

1. Introduction and Background 

The healthcare sector is being digitally transformed by technological advances in 

medical information systems, electronic medical records, wearables, and mobile devices. 

The increase in the amount of global healthcare data and the advancements in the 

machine learning (ML) and data analytics field allow researchers and clinicians to extract 

and visualize large-scale medical data in a new spectrum [1]. The Internet facilitates the 

transfer and the exchange of these data, as well as the delivery of healthcare services and 

applications, linking this way successfully patients and healthcare providers. While such 

ecosystems promise a future for widely accessible and more innovative healthcare, the 

privacy of patients, physicians, nurses, and health care professionals is today more than 

ever of concern [2]. Data privacy is a critical issue in health informatics, particularly 

when analyzing datasets collected from various sources, such as health care providers, 

insurance companies, pharmaceutical companies, and research institutions. Data sharing 

among different entities in the healthcare domain has become an increasingly common 

practice, where each entity would most likely want to prevent indirect data disclosure via 

inference channels. The extraction of knowledge from patients’ personal data for 

research purposes should be made with safety and absolute privacy. Privacy-preserving 
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data mining [3] is a research field designed to resolve confidentiality issues arising from 

data mining. The inference problem in databases occurs when sensitive information can 

be disclosed via inference channels from non-sensitive data and metadata [4]. 

1.1.  A related to the inference problem scenario 

A scenario that could present an inference problem is the following. Let us consider Mary 

Johnson, who works for a big company. Once a year, the employee association, which is 

primarily concerned with the welfare and recreational activities, organizes a research 

study in which all the employees are asked to complete questionnaires n a voluntary basis 

about their eating habits, their lifestyle, and their health status. Think about the case 

where the association offers to some diabetic employees coupons for discounted products, 

given that these individuals have chosen to hide while filling in the questionnaires the 

fact that they have diabetes. Last year, for the first time, the company's administration 

asked the employee association for this data set to analyze it, for the benefit of the 

employees, by using ML techniques to create inference rules that will help accommodate 

the employees’ needs better. The association wonders whether it should provide the data 

set to the company's administration team mainly because of the indirect disclosure of 

sensitive data of certain employees through inference channels. One of the paths (rules) 

of the DT that was deduced from this data set matches Mary’s profile, who recently was 

diagnosed with diabetes, inferring in this way that Mary must be a diabetic. This 

conclusion was made even if Mary did not provide this information through the 

questionnaires, mainly because still other individuals who provided this information for 

themselves share the same habits with Mary. Deletion of the data concerning all the 

individuals that match the user profile of Mary, which was used to construct the DT 

would be an insufficient fix to the inference problem since important information that 

may be needed for other reasons will be lost accidentally. The best approach to address 

this issue would be to apply an inference control mechanism to hide some specific nodes 

of the DT without disturbing the overall structure of the original tree and losing the 

intrinsic value of the remaining rules. 

1.2. Background 

In articles [5-8], the authors proposed a series of strategies that would effectively protect 

against the disclosure of the sensitive classification rules. The LDH algorithm [9] was 

developed on the basis of the concept of preserving sensitive DT rules resulting from the 

use of data mining techniques. LDH algorithm minimally changes the initial dataset, 

resulting in the DT generated through hiding being syntactically close to the original one. 

The modified dataset generated by the LDH algorithm can be shared without any concern 

for disclosing the sensitive rule. In article [10], the authors presented a Java-based 

prototype that implements the LDH algorithm. 

2. Applying LDH Algorithm for Inference Control Purposes 

In our experiments, we used various performance metrics to compare the efficiency of 

the deduced DT with the original one. One of the most popular algorithms for rule-based 

classification, the C4.5 algorithm [11], uses the gain ratio as the splitting criterion. In 

every iteration, the attribute with the highest gain ratio is chosen as the splitting attribute. 
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Therefore, if we want to suppress a specific attribute test at a node, it would be a 

reasonable heuristic to change the values of the instances that would enter that node. By 

this change, the resulting gain ratio (due to that attribute) will be decreased and be equal 

to zero, where possible. The LDH algorithm locates the parent node of the leaf to be 

hidden and ensures that the attribute tested at that node will not generate a splitting, 

which would allow that leaf to re-emerge. A schematic diagram of the LDH algorithm’s 

workflow is shown in Figure 1. 
 

 
Figure 1. A schematic diagram of the LDH algorithm’s workflow 

 

The Java-based prototype [10] uses the Weka library to read an Attribute-Relation 

File Format (ARFF) data set and visualize the J48 DT with the provided interactive tree 

visualizer class. Afterward, the user may select an attribute represented with a node in 

the tree visualizer window, and subsequently, the prototype implements the LDH 

algorithm. The output of the software is the modified data set and the resulting DT.  

3. LDH Implementation on a Diabetes Dataset 

This section shows an example regarding an early-stage diabetes risk prediction data set 

[12] from the UC Irvine Machine Learning Repository [13]. This data set contains reports 

of 520 persons who have recently become diabetic or are still nondiabetic but have few 

or many symptoms. The data set includes fifteen binary attributes and one numerical 

(Age). We modified the original data set by removing Age's numerical variable since the 

LDH algorithm works only with binary features.  The binary variables are Sex, Polyuria, 

Polydipsia, Sudden weight loss, Weakness, Polyphagia, Genital thrush, Visual blurring, 

Itching, Irritability, Delayed healing, Partial paresis, Muscle stiffness, Alopecia, and 

Obesity. The corresponding values for the above binary variables are Yes or No, whereas 

the class variable represents whether the patient is having a risk of diabetes (positive) or 

not (negative). We chose for our experiments to use the WEKA [14] framework, an ML 

software written in Java, and, more specifically, the J48 classifier, the implementation 

of the C4.5 algorithm. We performed eight experiments using the Java-based prototype 

of the LDH algorithm [10] to evaluate the impact of each hiding regarding the DT’s 

performance metrics. Each hiding was applied to every one of the eight terminal nodes 

of the original DT. Since the DTs mentioned above are too big to fit into a single page, 

they are available on the website [15]. All dataset files (.arff), before and after hiding, 

was applied, and the corresponding outputs are also available on the website [15]. Each 

of the eight terminal nodes was successfully hidden in all experiments, and the 

corresponding DTs were syntactically close to the original DT. The main performance 
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metrics of the original DT and the DTs induced from the modified data sets are presented 

in Τable 1. 

Table 1. Main performance metrics of the DTs induced from the original and the modified datasets. 

 Original Modified 
Kappa statistic      0.9878 [0.9756-0.9878] 

Mean absolute error 0.0084 [0.0084-0.0165] 

Root-mean-squared error 0.0648 [0.0648-0.0907] 

Relative absolute error 1.772% [1.772%-3.478%] 

Root relative squared error 13.314% [13.314%-18.652%] 

4. Conclusion 

In this article, several experiments on inference control in a diabetes data set are 

presented where eight terminal nodes are hidden using a Java-based prototype that 

implements the LDH algorithm, all of which yielded satisfactory results. 
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